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Abstract

Video content summarization focuses on extracting the relevant information from
video data. It is very important to address the challenge of information overload,
faced by users on platforms like YouTube and Vimeo. Different approaches are intro-
duced for video content summarization using techniques such as Deep Neural Network
(DNN), Natural Language Processing (NLP), Machine Learning (ML), Computer Vi-
sion, and Speech Recognition. But there exists a gap between summarizing the Sin-
hala language or mixed language (Sinhala 4+ English) data.

We proposed a solution to fill this gap by introducing a new platform for summarizing
video content data called Sum-up Al, especially in the Sinhala language. In there, we
experimented can we provide a contextually accurate summary of a video using the
transcription of the video content, enabling users to grab the main idea of the entire
video without wasting time to go through the whole content. For this experiment,
we used three main modules: Google Transcriber API, fine-tuned sinmT5 model,
and fine-tuned sinBERT model. Furthermore, our evaluation results show that the
fine-tuned sinmT5 model generates summaries for a given video (only providing the
input text) with 7.05 of average score out of 10, while the fine-tuned sinBERT model
which is used for category classification, achieved 74% of accuracy.

Findings of this research indicate that Sum-up Al provides moderately accurate sum-
maries of Sinhala video content and serves as a good starting point for further research
in the area of Sinhala video content summarization.
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1 Chapter 1 - Introduction

Summarization is extracting concise and relevant information from diverse sources.
In today’s digital landscape, the rapid expansion of video sources has created a need
for automated systems that can generate accurate, coherent summaries. Such sum-
maries allow users to quickly grasp essential information without manually reviewing
the lengthy content. In areas like news events, social media content, music, or live
events like soccer games, cricket matches, game streams, and natural disasters, sum-
marizing tools are applicable with requirements like providing truthful and concise
summaries. [3-7]

There, we need various techniques for extracting key information from the data
sources and presenting it as a summary. There are a huge number of researches
conducted based on this area. Although many approaches exist for video content
summarization, a gap remains in generating summaries that address low-resource
language content, such as Sinhala. This research aims to build a summarization
application focused on video contents called Sum-up Al. It addresses the unique chal-
lenges of summarizing video content while bridging the gap in providing cohesive
summaries for Sinhala or Sinhala-English mixed content.

According to previous research, there are various techniques such as dppLSTM, RNN
Seq-to-seq model, Sentence embeddings with k-means clustering, pre-trained LLMs
like mBART, mT5 are used for extracting key information from the data sources
and presenting it as a summary. Based on the accuracy of the generated summary,
especially for low-resource languages, pre-trained LLMs has performed well. Within
Sump-up Al, we use the model sinmT5, which has built on the fine-tuned mt5 model.
We fine-tuned this sinmT5 model [8] for our dataset, which includes Sinhala vocal
format text-summary pairs.

As a tool, we provide a web extension that allows users to integrate with a YouTube-
like platform. By using this extension, users can summarize long video contents and
quickly grasp the main ideas without wasting time.

In conclusion, Sum-up Al is built to fill the gap between the summarization platforms
for Sinhala video content. We aim to provide a clear, concise and accurate abstract
summary for the platform users.

1.1 Motivation

The growth of data increases with the usage of social media and the internet. When
considering this, providing only the important content by extracting from lengthy
content is important. News events, live sports events, corporate webinars, lectures,
and political conversations are some of the best examples of these kinds of scenarios.
However, if some user wants to know only the highlights of a long video or a podcast,
a common issue arises as it may require a huge time to go through the whole video



and get the important points.

Summarization provides a solution for this by providing a relevant and concise sum-
mary of the original content. If a summary of such long content can be automatically
generated, users can quickly grasp the key points of the content.

When considering the earlier-mentioned situations, summarizing long-form content
with multilingual data is important. Our research aims to develop an application for
summarizing content that includes low-resource multilingual (Sinhala and Sinhala-
English mixed) data. As the final output, we hope to provide a summary by protect-
ing inclusively, thoroughness, and coherence of the original content.

1.2 Problem Definition

Despite the significant advancements in video content summarization using deep
learning and natural language processing techniques, most existing solutions primar-
ily focus on high-resource languages like English, Chinese, or Spanish. However, there
lacks efficient techniques for summarising video content in low-resource languages like
Sinhala, particularly when it comes to spoken content in videos from live events, so-
cial media, news, or entertainment.

The challenge becomes even more complex when dealing with Sinhala-English code-
mixed content, which is common in Sri Lankan digital media. Current summarization
techniques often fail to generate accurate, coherent, and contextually appropriate
summaries for such multilingual or low-resource inputs due to limited datasets, in-
sufficient model training, and lack of linguistic support.

Therefore, our research problem focuses in developing an automated video summariza-
tion system that can effectively handle low-resource language data, with a particular
focus on Sinhala and Sinhala-English mixed content.

1.3 Aims, Research Questions, and Objectives
1.3.1 Aims

The main aim of this research is to provide accurate and concise summaries for video
content considering auditory aspects of the video for Sinhala and Sinhala-English
mixed data.

1.3.2 Objectives

e Use an optimal method to extract and process auditory data(transcription)
from video content and develop a summarization model that can process both
English and Sinhala data.

e Generate accurate and cohesive summaries from the video.



1.4

1.5

Develop an intuitive platform to meaningfully display and interact with gener-
ated summaries.

Research Questions

. How can we develop a model for video content summarization that

effectively handles both Sinhala and Sinhala-English mixed contents?

This focuses on developing an advanced model using Natural Language Pro-
cessing techniques to handle content in both languages, focusing on language
detection, segmentation, and semantic analysis.

What are the challenges and solutions for handling low-resource lan-
guages like Sinhala in a multilingual summarization model?

This focuses on identifying possible ways to overcome the limitations that come
with low-resource languages. It involves exploring methods like transfer learn-
ing, data augmentation, and domain adaptation to enhance the performance of
the model with Sinhala content.

How can we ensure the summarization model maintains the accuracy
and relevance of the original content?

This question addresses the need for a proper evaluation method for summaries
from bilingual content with a low-resource language. It involves developing
methods to assess the quality of summaries, considering linguistic nuances and
user feedback to continuously improve the summarization model’s accuracy and
performance.

Scope of the Project

1.5.1 In-Scope

1.

Creation of an optimal method to extract and process auditory data from video
content

Detected extracted transcript categorization

Creation of summarization models to handle both Sinhala and Sinhala-English
mixed language contents

Developed an intuitive interface for a web application to display summaries



1.5.2 Out-Scope

1. Summarized Content with Multiple Languages

o We only focus on the content that contains only Sinhala and Sinhala-
English mixed data to create summaries throughout the research. The
model will not support other languages.

2. Consideration of Slang, Abbreviations and Acronyms (SAB) Terms

e When considering the extracted text, SAB terms can be present. These
terms have specific meanings beyond their apparent meaning. However,
when generating summaries our approach does not take these situations
into account.

1.6 Significance of the Project

Our evaluation of Sum-up Al demonstrates its potential to generate a summary for
the given video. To evaluate our platform we use the human evaluation method. We
selected 10 colleagues as evaluators and evaluated the platform based on four criteria.

1.7 Overview of the Dissertation

This thesis aims to introduce a new platform called Sum-up Al for generating sum-
maries for Sinhala video content by integrating Google transcriber, fine-tuning sin-
BERT model and the fine-tuning sinmT5H model.

The first chapter mainly focuses on what is the speciality of Sum-up Al when com-
paring it with the existing tools/models for summarization.

In the second chapter, we have thoroughly reviewed the background of our research
and related works.

In the third chapter, we discuss the approaches and methodologies that we use to
apply NLP technologies, existing LLMs that support Sinhala languages, technologies
used and the individual contribution of the team members.

In the fourth chapter, we describe the implementation strategies of the proposed
system. This chapter, also explains our system architecture using UML diagrams,
functional and architectural diagrams, and non-functional requirements.

In the fifth chapter, we demonstrate accuracies of the transcripts gained from Google
transcriber, accuracies of the generated summaries using sinmTh model, accuracies
of the category classification using sinBERT model and the evaluation results of our
overall platform.

Chapter six discusses the phases of the research, contributions, and challenges faced.
At last, we cover the limitations and future work related to Sum-up Al



2 Background study

2.1 Related Works and Limitations

This section is dedicated to providing an in-depth analysis of the existing methods
and knowledge related to video content summarization.

2.2 Transcription

To perform the video summarization process, as a first step, we need to do the tran-
scription process. In there, we focus on converting speech into text. Google Speech-
to-Text API [9] is the best option available when content mainly contains accurate
Sinhala and Sinhala-English mixed contents. Transcription goes beyond this research,
though having an API which is developed and well-established gives us a high accu-
racy result without developing models from scratch.

2.2.1 Transcription Correction

Automatic speech recognition (ASR) systems can misinterpret words due to factors
such as background noise, overlapping speech, or non-native accents. To improve
transcription accuracy, error correction can be applied as a post-processing step. One
proposed method involves using group delay processing [10]. Which can be use to
enhance the alignment between acoustic features and phonetic transcriptions. By
detecting and correcting mismatches between vowels and consonants, this approach
has been shown to lower phone error rates.

For our system, we will perform simple spelling and context-correcting post-processing
mechanisms after the transcription step but before the summarized model input.

2.3 Category Classification

The study [11] has mentioned that, because of the highly subjective nature of the
summarization task, different summaries can be generated for one content. And it
highlights that the integration of user intent or the genre for the task of abstract
summary generation helps to retain the core elements while removing non-related
information.

So, after extracting the transcript from the video, our research focuses on identifying
the category of the video from the extracted transcript. It might be useful to generate
a more concise summary than solely depend on the transcript since there may be some
ambiguous terms in the transcript which can cause misleading the summarization
process.

The study [12] has experimented query-focused summaries with a two-stage method
and it has demonstrated the effectiveness of modeling user intent in the form of queries
is high.



2.3.1 Category Classification in Low-resource Languages

[13] has conducted a comprehensive analysis on existing pre trained models for Sin-
hala text classification to evaluate the performance on several NLP tasks including
category classification and sentiment analysis. According to that analysis, XLM-R
large model sets a very strong baseline for Sinhala text classification. Also they have
introduced the sinBERT model with two variations, which perform better than XTLM-
R base model with smaller size datasets, but XLM-R base model catches up quickly
as the dataset size increases.

[14] has done a study on how prompt-based LLMs perform in zero-shot and one-shot
settings compared to smaller but fine-tuned language models for text classification.
And results from zero-shot and few-shot learning LLMs are considerably lower in
comparison to smaller models fine-tuned on a training set. This highlights the need
for training data, and that fine-tuning smaller and more efficient language models
can still outperform in-context learning methods of larger models.

2.4 Summarization

After extracting the transcription from the video content, and identifying the category
of the extracted text, it generates the summary for the video by using the extracted
transcription focusing on the given category.

2.4.1 Video Content Summarization

When considering video content, it primarily includes main two types of data, that
is audio and visual data. If we consider generating a summary based on single model
data, [15] proposed a novel supervised learning technique for summarizing videos only
considering the visual content of the video by automatically selecting key frames. [16],
introduced an approach for summarizing the video transcript based on BERT. By
moving beyond single-modal approaches, [17], introduced sequence-to-sequence model
with hierarchical attention can integrate information from different modalities into a
coherent output. Their approach generates a summary of both considering and the
text description related to the video and visual content by using the Sequence-to-
Sequence model with Hierarchical Attention. [18] conducted a study on integrating
multi-modal data for generating a summary. They compare various models trained
with different modalities and present pilot experiments on the How2 corpus of in-
structional videos.

2.4.2 Content Summarization with Multilingual Data

There is a variety of existing research based on video content summarization with
single-language data, especially for high-resource language data. However, few re-
searches have been conducted on multilingual data, particularly integrating low-



resource languages. [19], introduced the first large-scale dataset including 1.5M+
article/summary pairs in five different languages namely, French, German, Russian,
Turkish, and English for text content summarization. The study [20], designs a natu-
ral model with a constructive learning strategy for multilingual summarization. Their
proposed model was trained in seven languages Hindi, Spanish, Indonesian, Turkish,
Vietnamese, Ukrainian, and Portuguese. When considering the Sinhala language
there are few research was conducted based on the only Sinhala language summariza-
tion.

Accordingly, there exists a research gap for the summarized content with Sinhala
and English mixed data content. However, there are pre-trained LLMs such as mT5,
mBART [21] for NLP tasks that support for low resource languages [1,21]. [§] is
the most recent study that was conducted in this area. From this research, they
introduced an abstraction text content summarization model called sinmT5, by fine-
tuning mT5H-base model using their own dataset. Accordingly, based on our require-
ment within this research, we fine-tuned this sinmT5 model for our own dataset that
include Sinhala vocal format text-summary pairs.

2.5 Maintaining the Quality of Generated Summaries

Additionally, some studies have focused on enhancing the efficiency of summaries. [22],
proposes leveraging text-based queries as context to enhance the effectiveness of video
summarization. By incorporating textual information alongside visual data, the pro-
posed approach aims to generate query-dependent video summaries that better align
with users’ requirements. The study of [23], introduced an approach for efficiently
summarizing the soccer video data based on the SoccerSum dataset, by enhancing
the metadata used in summarization algorithms.

Also some studies describes that, the quality of the final summary can be improved
using post-processing techniques. According to the [24] post-processing includes re-
dundancy elimination, adjustment of the coarse summary, generalization of summary
sentences and adding domain-specific knowledge which will enrich the summary and
make it user-friendly. In the [25] study, they have used GPT-3 model to improve
the linguistic qualities like coherence and readability for English data, although it
did not enhance ROUGE scores. And the study [26] has focused on detecting the
grammatical mistakes in active sentences in Sinhala text using a hybrid approach
combining a system developed using traditional rule-based approach and a machine
learning algorithm-based model. It was able to detect the correctness of the given
sentence and provide corrections for erroneous grammatical sentences.

2.6 Conclusion

As a summary of the literature review, the following points can be emphasized.

o Transfer learning and unsupervised techniques perform well when summarizing



low-resource language contents like Sinhala by adapting models trained on high-
resource languages.

o Although a few number of research were conducted based on multilingual and
low-resource language text summarization, there exists a research gap for sum-
marizing content in Sinhala or Sinhala-English mix language content.

o To maintain the coherence, readability, and relevance of the generated summary;,
post-processing techniques such as grammatical correction, and incorporating
user intent are crucial.

2.7 Research Gaps

According to studies by ge2016news, lee2021event, kolajo2022real, there is a research
gap in summarizing content that includes content in both Sinhala and English.

o Most existing research aims to summarize while maintaining accuracy and ef-
ficiency, primarily focusing on English. There are some models that have been
enhanced to support low-resource languages like Sinhala and Tamil.

o Although models are available for Sinhala text content summarization, no plat-
form is available for Sinhala vocal format text summarization.

« Based on the above reasons, there is a requirement to develop a model that can
summarize video content with multilingual data, which includes both Sinhala
and English.



3 Methodology

3.1 Chapter Overview

This chapter provides a detailed explanation of the research method and development
approach used to analyze and design the system. Within this chapter, the technolo-
gies section provides a detailed analysis of the technologies used for developing the
platform and the models used for internal processes like text categorization, and text
content summarization and finally describes the individual contribution of the team
members.

3.2 Research Approach

We conduct our research based on design science research methodology. It focuses on
developing and validating prescriptive knowledge to solve problems and improve the
environment. As a design science researcher, our product tries to address real-world
problems by applying existing knowledge and improving existing methods to solve
these problems. It will be an innovative approach to address the unique challenges of
summarizing mixed-language content, thereby bridging the gap in providing cohesive
summaries for Sinhala-English mixed content.
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Figure 3.1: Research Methodology - Design Science Research

3.3 Software Development Approach

By following the iterative and incremental software development approach, developed
the software product for video content summarization. Since this is a research-based
product, requirements, and timeline cannot be defined well at the beginning of the
research. The iterative and incremental software development approach delivers the
software system in small increments. Hence, it is best suitable approach for this
product.

In iterative development, within a particular time, the development team works on a
part of the software requirements, develops a deliverable product, tests it, and evalu-
ates it. Since user feedback is continuously incorporated throughout the development
process, the final product is better aligned with user requirements. In incremental
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development, the product builds in stage, and within each stage delivers a new set
of requirements. As mentioned earlier user feedback and testing will happen in each
stage.

3.4 Technologies

As a platform, we provided a browser extension by integrating React, Tailwind CSS,
ShadCN UI, and Plasmo for the frontend, and Python FastAPI for the backend.

We used React as the foundation of our web extension because React is a widely used,
component-based library that supports reusable UI components, and it is perfect for
dynamic user interfaces, which are crucial for our interactive summarization tool.
For styling, we choose TailwindCSS, which allows a utility-first approach, enables
rapid prototyping, and consistent styling. ShadCN Ul is a UI component library that
builds on top of Tailwind. It provides customizable and accessible components such
as side panels, which are essential for our application.

For the backend, we used FastAPI. It is a modern, high-performance web framework
for building APIs with Python. To achieve our purpose of video content summa-
rization, we need to handle asynchronous operations. FastAPI is the best suite for
that. As well, this ensures our summarization backend is fast, scalable, and easy to
maintain.

For the internal process of our platform we gain the support of Google Transcriber
to generate the transcript of video and sinmTb to generate summaries for the text
transcript.

As an alternative solution, we passed both the text and the category to the summa-
rization model and checked whether it enhanced the quality of the summaries. To
conduct this experiment, we also utilized a language model called sinBERT, which is
capable of categorizing the given text.

3.4.1 Use of LLMs

Within this research, we experimented with how the context/category of the text
content affected to the quality of the summary. To do this experiment we choose two
methods. One method is to pass the transcript chunk to the sinBERT model and
categorize these chunks first. Then, based on the identified category and transcription,
the model generates a summary of the video content. In the second method, we only
give transcript chunks (only text) as input to the summarization model and generate
a summary.

Based on the experiments and literature review, for text categorization we chose to
use fine-tuned sinBERT model [13] and for summarization we chose to use fine-tuned
sinmT5 model [1,8,21,27] by following the steps mentioned in Figure 3.3.

The sinBERT model is a variant of the BERT model specifically trained on the "sin-
cc-15M” corpus to support Sinhala. It is also trained for text classification using a
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custom dataset for Sinhala text classification. [13]

The sinmT5 is a pre-trained mT5-base model on the Hamza-Ziyard /BBC-Sinhala
dataset. mT5 is a multilingual variant of Text-to-Text Transfer Transformer (T5)
that was pre-trained on a new Common Crawl-based dataset covering 101 languages,
including Sinhala [21]. It is more suitable for text generation tasks such as abstractive
text summarization. It follows the sequence-to-sequence architecture shown in Figure
3.2.

Output
Probabilitics

Feed
Ferward
[ y
([ Add & Norm Je=~
~{ Add & Norr ) Moti-Head
Faed Altention
Forward ) Nx
—
Nx Add & Norm
o~ Adld & Norm ) Nasked
hulki-Head Multi-Head
Atterrion Alanlion
t )

] J L _J/
Positional A @ Positional
Encoding Encoding

Input Culpul
Emeedding Embedding
Inputs Outputs
(shiftexd right)

Figure 3.2: Model Architecture of Transformer-2 that was used in the mT5 model [1]
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Figure 3.3: Process of fine-tune existing LLM [2]

3.5 Individual Contribution
Member Name: J.P Madarasinghe

o Developed methods to convert speech data to text using advanced speech recog-
nition techniques.

o Created a new Sinhala spoken text summarization dataset in the format: text-
category-summary.

e Designed and developed the architecture of the Sum-up server, and contributed
to the development of the web extension.

Member Name: M.R Mayunika

e Fine-tuned sinmt5 model with focus on Sinhala language vocal format text sum-
marization, ensuring the system can handle both Sinhala and Sinhala-English

13



mixed inputs smoothly.

o Created a new Sinhala spoken text summarization dataset in the format: text-
category-summary.

o Contributed to the development of the web extension.

Member Name: S.D Sooriyaarachchi

e Fine-tuned sinBERT model for text categorization with respect to our own
dataset.

e Developed a post-processing module for summaries generated by the summa-
rization model.

o Created a new Sinhala spoken text summarization dataset in the format: text-
category-summary.

o Contributed to the development of the web extension.
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4 Implementation

4.1 Chapter Overview

This chapter provides a detailed overview of the architectural design of the system,

highlighting its main components and functions.
the transcription from the video with a minimum error rate, how to categorize the

It also explains how to extract

transcriptions, how to generate the summary for the video, and how to generate the

final output with clear explanations. This chapter further discusses the integration of

multiple components, including speech-to-text transcription and text summarization,
that work together to create a seamless user experience. Furthermore, the chapter
details the creation of a user-friendly platform with graphical user interfaces (GUIs)
that work for the summary generation process.

4.2 System Architecture

4.2.1 Component Diagram

E Video ID
«Components

Video ID picker

.Component»{]

Video downloader

S O—

Downloaded

Figure 4.4: Component Diagram
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4.2.2

Activity Diagrams
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Figure 4.5: Activity Diagram - Login
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System
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logout from the
platform
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Figure 4.6: Activity Diagram - Logout
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Figure 4.7: Activity Diagram - View generated summary
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Figure 4.8: Activity Diagram - View summary history
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Figure 4.9: Activity Diagram - Clear summary history

4.2.3 Functional and Non-functional Requirements

The comprehensive discussion of the functional and non-functional requirements un-
derlying the system under consideration as follows:

Product Workflow Diagram
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Figure 4.10: Product Workflow Diagram

Functional Requirements
The identified functional requirements for the summarization platform are as follows:

The platform uses the video ID as input to extract the video transcript for
summarization.

The system must be able to process audio content from the selected video.
The system must convert the audio content of the video into text.

The core summarization model should be capable of generating summaries from
the transcribed text.

After generating a summary, apply post-processing techniques to ensure the
quality of the generated summary.
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Figure 4.11: Use Case Diagram

Quality Attributes
The identified quality attributes for the summarization platform are as follows:

o Performance: The system should generate a summary within a reasonable
time frame.

o Usability: The system should display all the necessary information in a simple,
clear, and easy-to-understand manner. It should ensure ease of use for every
users, even if they are unfamiliar with such platforms.

e Modifiability: The system should support future enhancement, such as multi-
modal functionality, without any difficulties.
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o Adaptability: The system should support the replacement of existing models,
such as those for speech-to-text transcription and text summarization, based
on future enhancements or changing requirements.

Quality Attribute Scenarios

Performance
A user using the system can generate a summary through system within a reasonable
time

Source End-user

Stimulus Using the system

Artifacts Whole system

Environment Normal operations

Response Process the event

Response measure | Events are processed with a latency of less than 1 second

Table 1: Performance quality attribute scenario

Usability
A user using the system for the very first time and understanding how the system
works
Source End-user
Stimulus Learn to use the system
Artifacts User interface
Environment Run-time
Response Provide system Ul in a simple, and easy-to-understand manner.
Response measure | The time which user spent for use to the system

Table 2: Usability quality attribute scenario

Modifiability
The system should support future enhancement.
Source Developers
Stimulus Perform enhancements
Artifacts Whole system
Environment Design, build time
Response The system should support future enhancement.
Response measure | Cost in terms of time and money.

Table 3: Modifiability quality attribute scenario
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Adaptability
The system should support the replacement of existing models with new models.

Source Developers

Stimulus Perform enhancements

Artifacts Whole system

Environment Maintain time

Response The system should support future enhancement.
Response measure | Cost in terms of time and money.

Table 4: Adaptability quality attribute scenario

4.3 Proposed Solution

- . Speech to text -
Submit video ID Download video " Transcription > :

Figure 4.12: Summary Generation without Category Input

L . Speech to text -
Submit video ID Download video Transcription p——>

!

categorize text

Figure 4.13: Summary Generation with Category Input

Final summary for
video

Generate Summary Postprocessing

4.3.1 Extract Transcription from Video

To extract transcriptions from Sinhala videos, we use Google Transcriber, provided
by Google, which is currently the most accurate and cost-effective speech-to-text
transcription solution available for Sinhala.

4.3.2 Text Categorization

Method Selection:
To categorize the transcriptions from the videos we choose the sinBERT model [13],
a specialized variant of the BERT model which is trained on "sin-cc-15M” corpus.
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This model has already trained on a custom Sinhala text classification dataset. But
for be a great fit for our target domain we further finetuned it on our own dataset.

Dataset Preparation:

As we need to summarize vocal format text contents, we collected Sinhala videos
and extract their transcripts to create the dataset. Since full transcripts are lengthy,
we divided them into several parts when creating the dataset with 1000 datapoints.
Then for the categorization dataset, we used these transcript parts as the text and
then we assigned a appropriate label for each of the text from a predefined set of
category labels.

Category Label Selection:

To select the count of labels, we evaluated two label sets. One label set contained
with five, high-level labels while the other one contained with fifteen and more de-
scriptive labels. There, the dataset with only five labels scored a bit more(about 4%)
than the dataset with fifteen labels in the classification. But, in the summarization
task, it is important to have more descriptive category labels in order to generate a
more accurate summary. Because of that reason, we selected the dataset with fifteen
labels for our task, ignoring the small increase of the accuracy of the classification,
as that dataset contains more descriptive category labels.

Model Training:

Using that prepared dataset with text-category data points, we trained the sinBERT
model for 10 epochs. The full dataset we splitted as 90% (900 data points) for train-
ing and 10% (100 data points) for testing, and again we used 10% out of training
data for validation during the model training.
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Category Label | Count Category Label | Count
EHenNEEHD 202 EHenNEEHD 36
clenleteVeld 163 clenleteVeld 19
edee ¢ &I | 122 edee ¢ ®&Jm | 15
SOFIDE 64 SOFIDE 4
BE 54 BE 4
®E39QB 42 ©E39QB 1
Do) CBEN 39 Do) CBEN 3
filoteNel, 37 filoteNel, 6
INERYEN 34 INERHQEN 1
D) 30 EDA)) 1
ACABIBD) 29 ACABIBB) 3
83089 29 83089 2
GAOS H QS 23 GAOS ® QS 0
Ol 18 Ol s 3
B8 14 B8 2

Table 5: Categorization Dataset - Train-  Table 6: Categorization Dataset - Test-
ing (900) ing (100)

4.3.3 Summary Generation

Method Selection:

Sum-up Al’s summarization model, fine-tuned on existing model for abstractive text
summarization called sinmT5, which is a pre-trained mT5-base model on the Hamza-
Ziyard/BBC-Sinhala dataset [8]. Although this model is trained for Sinhala abstrac-
tive text summarization, it is only capable of summarizing the Sinhala text in the
written format. To extend its capability to summarize Sinhala vocal text content, we
fine-tuned this model on our own dataset that includes Sinhala vocal format texts
and summaries.

Dataset Collection:

Since there is no publicly available dataset that can be used to train the sinmT5 model
to extend its capability to summarize Sinhala vocal format text contents, we created
our own dataset. The dataset creation process followed these steps. First select the
Sinhala video and extract the transcript of that video. Then, these transcripts are
divided into small chunks, and then those small chunks are considered as the original
texts.
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Dataset Preparation:
After creating the original text for the dataset as described above, we prepared sum-
maries for these text chunks using human annotators, following pre-defined rules:

1. Focus on Main Points
Summary should capture the essential information from the original text with-
out considering the unnecessary details.

2. Use Clear and Concise Language
Summary should be written using simple language without including complex
phrases.

3. Maintain Objectivity
Summary should maintain the original content. Without including personal
opinions about the particular subject.

4. Avoid Direct Copying
The text should be paraphrased, maintaining the minimal direct copy from the
original, except for key terms that are essential for understanding.

5. The length of the summary should be 30% to 40% of the original
text.

Accordingly we prepared our dataset with 1000 text-summary pairs.

Discard the text

no

ength(text) >= 100

ey @ Y

Is summary
generated based on
predefined
rule?

Define category of text

Text data collect
om video transcrip!

no

Dataset

Generate CSV file Add to dataset

Figure 4.14: Dataset Preparation

Model Training:

We splitted the collected dataset as 90% data (900 data points) for training and 10%
(100 data points) for testing. Then, when training the dataset we used 10% out of 900
data points for validation. By using this dataset, we fine-tuned the sinmT5 model.
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4.3.4 Integration

Sum-up Al includes different features. Hence, we used feature-based architecture to
efficiently handle its functionalities. This approach involves organizing the code and
project structure around specific features to promote modularity, scalability, and eas-
ier maintenance.

As a platform, we provide a web extension. By using this extension user allows in-
teraction with the summarization application. To develop this extension, we built a
React application by integrating Tailwind CSS, ShadCN UI, and Plasmo for a mod-
ern and user-friendly interface.

After the user interacts with the platform through the web extension to generate a
summary for the particular video, the Sum-up Al server processes the request. As
the server, we used Python Fast API to implement critical models and functionalities.
Based on the user request, the server sends the YouTube video ID to YouTube’s API,
and then as a response, YouTube provides some essential metadata such as the title
of the video, description of the video, channel name, subscriber count, is live video
or not, and video data stream etc.

After this process, download the audio data from the particular video. Then, break
this downloaded audio into 30-second chunks, and these audio chunks are processed
sequentially through Google’s speech-to-text transcriber to generate transcripts. To
manage this process, we implement a queue that temporarily stores small audio chunks
until the transcription for the previous chunk is completed.

Although the transcript chunks are initially 30 seconds long, based on our exper-
iments show that the best results for summarization are obtained with 60-second
chunks. Hence, in there maintain another internal queue for temporarily storing
transcription chunks before processing. Then these 60 seconds transcription text
contents pass to the sinmT5 model to generate summaries for this particular chunk.
Then, we identified some key issues with the model-generated summaries, such as
spelling mistakes, inconsistency in the content, and lack of a smooth or coherent end-
ing. Hence, these generated summaries are post-processed based on the predefined
rules and sent to the model adapter.

o Spelling mistake correction - When generating summaries from our fine-tuned
sinmT5 model it removes certain Unicode symbols like the Zero Width Joiner(ZWJ),
and it break down some ligatures like :;, generating malformed words. Hence,
we define some rules to preserve the ZWJ character.

o Inconsistency in the content, and lack of a smooth or coherent ending - There
are no resources available to apply the solution for these issues. Hence, we hope
to consider it as a future improvement.

After postprocessing, summary chunks are passed to the frontend via fastAPI and
displayed to the user through the web extension User Interface .
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4.3.5 System GUI

Sum-up Al provide a web extension Ul for the users. These Uls facilitate them to,
interact with the platform and generate summaries, view and manage their interaction
history with the platform, etc.
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Figure 4.15: Main User Interface of Sum-up Al Extension
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5 Evaluation and Results

5.1 Chapter Overview

This chapter discusses the evaluation of the models related to sum-up Al and the
overall platform evaluation. This chapter also includes an overview of the process of
evaluating methods applied throughout the research and the outcome derived from
the evaluation.

5.2 Components Overview: Addressing Research Questions

The evaluation result related to the research components confirmed whether those
components had addressed the research questions, such as, "How to extract the tran-
scription from the Sinhala video while maintaining its correctness?”, "How to catego-
rize given text based on pre-defined categories?”, and "How to generate a summary
from the given video by the platform while maintaining relevance, coherence, cor-
rectness, and consistency?”. Accordingly, the following topics will describe how the
system addresses these questions.

5.3 Evaluation Questions

Within the evaluation process, we try to answer the following questions.

o How accurately does the model extract transcriptions from Sinhala video con-
tent?

o How accurate is the summary generated by the model?
o How accurately does the model categorize the given text?

o When providing both the category and the transcription as input, how does it
affects to the model’s summarization accuracy?

o Is post processing required after generating the summary?

5.4 Evaluation Criteria
5.4.1 Accuracy evaluation criteria

o Google Transcriber - Calculate the word error rate(WER) value with respect
to the transcribed text by Google Transcriber

e Fine-tuned sinBERT model - Calculate the performance of the model based on
four key metrics: Accuracy, Precision, Recall, and F1-score.
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e Fine-tuned sinmT5 model - Perform human evaluation with respect to the gen-
erated summaries by fine-tuned sinmT5.

e Sum-up Al summary generation platform - Perform human evaluation with
respect to the generated summaries for the video by Sum-up Al

5.4.2 Visualization evaluation criteria

Conduct a human evaluation to get feedback regarding the reliability, performance,
and usability of the Sum-up AI platform.

5.4.3 Strengths and Weaknesses Evaluation Criteria

Conduct the human evaluation to get user feedback regarding the platform and iden-
tify the points that should be improved.

5.5 Evaluation of the Dataset

The dataset was created according to the methods discuss previously. This section
explain how well accuracy, completeness, consistency, and timeliness which are the
four main quality dimensions, have been ensured in the dataset throughout the pro-
cess.

To ensure the accuracy we did the manual review of our dataset and checked hu-
man generated summaries, and categories are accurately reflects the original text’s
meaning and facts, and ensure the generated summaries were generated following the
mentioned guidelines.

To ensure the completeness of our dataset, we manually checked for missing fields and
verified the every record has required components(text, category, and summary).
We checked the consistency of our dataset by checking for uniform punctuation, cas-
ing, and proper handling of language usage (Sinhala vs. Sinhala-English mixed con-
tent). As well with respect to consistency, we evaluated summaries to confirm they
followed predefined standards for length, tone, and structure.

To ensure the timelines property of our dataset, we collected data from recent tran-
scripts and sources that are related to current and commonly discussed topics.

5.6 Evaluation of Transcript Generating Process

To evaluate the process of transcript generation, first, we create a small dataset with
the format of transcript-generated-by-human, and transcript-generated-by-model for-
mat. Then we used the metric called, "Word Error Rate” to evaluate the model-
generated transcripts with respect to different chunk sizes. It measures the accuracy of
automatic speech recognition (ASR) systems by comparing machine-generated tran-
scripts against human-created reference transcripts. Based on this evaluation the
selected ASR generated summaries with 71% WER value.
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5.7 Evaluation of Text Categorization Process

To evaluate the categorization process of the fine-tuned sinBERT model, we used
10% of our dataset, which includes the data in format original text-category. Here,
the category is the human assigned category label for the text, which we consider as
the ground truth in the evaluation process. Then that data was evaluated with the
predicted categories of the fine-tuned sinBERT model for the corresponding text.
With that, we evaluated the performance of the model based on four key metrics: Ac-
curacy, Precision, Recall, and F1-score. The results indicate that the model achieved
an Accuracy score of 0.74, with the Precision, Recall, and F1-score calculated
as 0.78, 0.74, and 0.74, respectively.

The confusion matrix for the predictions is as follows:
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Figure 5.21: Confusion Matrix for Category Classification

5.7.1 Error Analysis

When considering the training dataset, there was a bias towards some specific labels
such as, eé®enEH®, MRS, and 6dge & ®8J®. When analyzing the predictions
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of the fine-tuned model, it has classified the data relevant to the eémenES® category
more accurately than others, indicating that the model performs particularly well
with more training data. Additionally, the labels like @®»®d; and g®»ep® have been
predicted much better although the training data for those classes are less.

The labels ®o®) co&n and eeso@ds are the ones mostly misclassified. The data
belongs to the category emnd®d:, appear frequently as predicted labels for multiple
classes (Do®) g, 6dee o P8I®), reflecting the issue of imbalance dataset.

Samples labeled as ®o®) @& were misclassified into eé®menEHwm and eENSRS:.
This might be because the two topics are often overlapping. Also the e®dge e e&5®
instances were confused with esno®d&y, likely due to overlapping terminologies.

Most of the time, misclassifications appear between semantically similar categories
because of the semantic ambiguity and possibly insufficient contextual understanding
by the model.

5.8 Evaluation of Summary Generating Process

We use our own dataset for this summarization task, which includes data in the
format of original texts, the category of text, and a summary. 10% of the dataset is
used as the evaluation dataset. We plan to conduct the evaluation based on human
evaluation.

In there, human evaluators score the summaries generated by fine-tuned sinmT5
model by using the user-friendly platform, based on different criteria such as

1. Coherence
Does the summary capture the essential points of the original text?

2. Relevance
Does the summary flow logically and make sense?

3. Correctness
Does the summary accurately reflect the original content?

4. Clarity
Is the summary easy to understand and well-structured?

Each criterion is scored out of 10, and then the average score is considered as the final
score of a particular summary. Based on the given score by the human evaluators
evaluate the summary.

We evaluate the summarization process based on two criteria: generate a summary
considering the category of the original text and without considering the category of
the original text.

With respect to that, we evaluated the sinmT5h model trained using two datasets with
varying sizes. The first model is trained with 600 data points and the another one is
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trained with 900 data points. For evaluating both, we used the same testing data set
with 100 data points.

Based on human evaluation for the model trained with 600 data points, the fine-tuned
sinmTh model generates summarize with 5.8 of accuracy, when the category was
not considered, and with 6.2 of accuracy, when the category was considered.
Based on human evaluation for the model that trained with 900 data points, the
fine-tuned sinmTH model generates summaries with 7.05 of accuracy, when the cat-
egory was not considered, and with 7.01 of accuracy, when the category was
considered.

Although the sinmth model trained with 600 data points has performed well in
summarization when the category is provided, the model that trained with 900 data
points, has performed well in generating summaries without providing the category.
With that, we can conclude that, although category-based summarization perform
slightly better with smaller datasets, the approach without category consideration
performs marginally better when the dataset size increases.

Based on that conclusion and considering the performance of the overall platform,
we choose to build our web extension, Sum-up Al, integrating the sinmT5 model,
which is trained to generate summaries without considering the category/context of
the input text.

Human evaluation scores

Average Scores

V1% 5901 SARNINAKBASIANSPDY

Avg - p gory: 5.89 Avg - p- gory: 6.63

Figure 5.22: Score comparison between summary with category and summary without
category - with 600 data points
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Figure 5.23: Score comparison between summary with category and summary without
category - with 600 data points

5.8.1 Error Analysis

After the human evaluation we observed that while some summaries get higher score,
others get a very low score. To investigate this, we examined how the accuracy of the
model-generated summaries varied with changes in summary length.

Table 7: Summary Evaluation by Text Length Range

Text Length Range | Text Count | Average Score
50-100 19 7.43
100-150 50 6.88
150-200 29 7.08
200-250 02 7.38

5.9 Evaluation of Sum-up AI Platform

To evaluate the overall platform we only used the human evaluation method. As an
evaluation dataset, we used several Sinhala conversational-type videos with durations
ranging from 5 to 20 minutes, and then generated a summary for these videos by using
the Sum-up AI platform. Then, with the help of 10 evaluators selected from our
colleagues, evaluated the overall platform considering the user-friendliness, quality
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of the summary, and the performance. Other than the quality of the summary, we
also received some feedback from them regarding the reliability, performance, and
user-friendliness of our developed web extension.

Table 8: Sum-up Al Evaluation Results

Question Strong | Agree | Neutral | Disagree | Strongly
agree disagree
How easy was it to | 6 4 0 0 0

use the Sum-up Al
video summarization
platform?

Was the generated | 0 7 2 1 0
summary grammati-
cally correct and easy
to understand?

How satisfied are you | O 5 5 0 0
with the speed of

the summarization

process?

Do the platform’s fea- | 4 6 0 0 0

tures meet your needs
for video content sum-
marization?

5.10 Other Feedback & Suggestions

This section emphasizes the feedback and suggestions given by evaluators with respect
to the Sum-up AI web extension.

1. "Sum-up Al is a very helpful tool. It saves time by giving short and clear sum-
maries of long Sinhala videos. The summaries are easy to read and understand.
The web extension is simple to use. This is a great tool for Sinhala speakers. I
hope it improves more in the future.”

2. "Sum-up Al is a really useful and impressive tool. But I felt bit difficulty to
understand the given summary at a glance. However actaully I love this one
because that create potential solution for a problem I often faced.”

3. "Actually this platform is a good try to give the solution for our day today raised
problem. But I think If you can increase the efficiency of this application (means
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summary generating speed), and maintaining consistency of the summary It is
more better than existing one”

. "Overall concept of the platform is perfect. I'm pretty much satisfied with the
output of the platform. As this is a browser extension it makes this platform
a user friendly one. Along with this I would like to suggest to improve the
platform by generating the summary focusing fully complete sentences at once.
(This will help users to understand the ideas even though there are a few wrong
words in the summary)”

. "Yes.this will help to mange the time as well.as a suggestion if you can reduce
the summarize time it will help more.”

. "It would be great if the consistency of the generated text can be more im-
proved.”
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6 Discussion

6.1 Chapter Overview

This chapter overviews the significant discoveries, implications, and obstacles encoun-
tered in the research and development stages of developing the Sum-up Al platform.

6.2 Phases of the Research

Within this research, we initially focused on finding a method to summarized the long
form video content to gain the key idea of the video without going through the entire
video. After several brainstorming sessions, it was identified that although there
were different approaches for summarizing video content, there was a gap between
summarizing the video content those are in low-resource languages. Based on this
idea, we were conducting a comprehensive literature review and a study about the
video content summarization, It was clear that although, there was previous research
conducted based on the video content summarization for high resource languages;
there was no research that had been conducted on summarization video content in
low-resource language(Sinhala).

When it comes to the video content summarization process, we conducted our research
through the main three areas, such as how to extract transcript from video, text
categorization, and content summarization.

To extract the transcription from the video, we used Google Transcriber because it
is low-cost and supports Sinhala.

With respect to text classification, text classification technologies have advanced
significantly over time. Initially, rule-based methods and traditional machine learn-
ing models like Logistic Regression, Naive Bayes, and Support Vector Machines were
commonly used. These approaches relied on manually defined features such as word
frequencies, Term Frequency-Inverse Document Frequency (TF-IDF) scores, and n-
grams, offering simplicity but limited understanding of language context. With the
rise of deep learning, Recurrent Neural Network (RNN)s such as Gated Recurrent Unit
(GRU)s and Long Short Term Memory (LSTM)s became popular, enabling models to
capture sequential patterns in text. Bidirectional variants further improved context
awareness by analyzing text in both forward and backward directions. The most im-
pactful advancement came with the introduction of transformer-based models, such as
Bidirectional Encoder Representations from Transformers (BERT'). Unlike Recurrent
Neural Network (RNN)s, transformers use attention mechanisms to model contextual
relationships across entire sentences, regardless of word order. These models support
pre-training and fine-tuning, allowing them to adapt to specific tasks with minimal
labeled data. Multilingual transformer models have further extended this capability
to a wide range of languages, making them the state-of-the-art approach in modern
text classification tasks.

When exploring the literature, we identified a potential research area, generate sum-

40



maries for video contents after identifying the context of the content. To achieve that,
first we perform a classification using a predefined set of category labels to identify
the category. Then we feed the summarization model with that identified label which
describes the context/category of the video, along with the corresponding text input.
As the end result of a set of experiments focused on classification task, we choose the
sinBERT model, a BERT model specially finetuned for Sinhala language.

With respect to text content summarization, there has been extensive research
conducted. Based on our literature review conducted on this area, the text content
summarization can be divided in the main two types, such as extractive summa-
rization and abstraction summarization. The majority of the earlier research was
focused on extractive summarization, where generate a summary is generated for the
given text by extracting the sentences from the original text. For extractive sum-
marization, they used different approaches such as statistical and machine learning-
based approaches, Bidirectional encoder representation transformers, and K-Mean
clustering, deep learning-based approaches, graph-based approaches, and rule-based
and heuristic approaches, etc. However, extractive summarization has limitations,
including lack of coherence and fluency, inability to generate new phrases, context
understanding issues, and redundancy. Hence, they moved to the abstractive summa-
rization method. Abstractive summarization generates new sentences that represent
the main idea of the original text rather than simply extracting existing sentences.
There are different approaches such as Sequence-to-Sequence Models, Transformer-
Based Models, Pointer-Generator Networks, etc, that were used for abstraction text
summarization.

Most of the research concerning this area has been conducted for high resource lan-
guages such as English and Chinese. But very few researches were conducted for
low resource languages. Especially within these researches, they used technologies as
Sentence embeddings and k-means clustering, pre-trained LLMs like mBART, mT5,
are used to achieve this. However, pre-trained LLMs like mBART, mT5 were able
to get an accurate summary compared to the other methods. When we move into
the low resource language like Sinhala, there were few researches done for this area,
but there remains a significant research gap in summarizing Sinhala spoken content,
particularly in processing and summarizing Sinhala video data.

Based on our literature reviews, we identified a potential research gap in summa-
rizing Sinhala video data. To fill this gap, we suggest the platform by integrating
Google transcription, finned-tunned sinmT5(fine-tuned mT5 model for Sinhala text
content summarization) model, and the sinBERT model. Text categorization using
the sinBERT model is used to do some experiments, such as if we provide category
of the video along with the original text for the summarization model, how can the
summary quality be improved?

Building this platform there were multiple challenges, such as there is no available
dataset for Sinhala vocal format text summarization, text categorization, and there
is no existing method for accurate speech-to-text transcription. To overcome these
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issues, we create our own dataset only with 1000 data points, and use Google’s API
transcription.

6.3 Research Contributions

The main contributions of this research can be highlighted as follows.

Dataset for vocal format text summarization

Introduce a new Sinhala dataset with 1000 data in text-category-summary for-
mat. That can be used for the future research related to the abstraction text
content summarization in Sinhala and Sinhala text classification.

Abstractive Sinhala vocal form text summarization model
Introduce fine-tuned LLM, that supports generating abstractive summarization
for Sinhala vocal text contents by fine-tuning sinmT5 model on our dataset.

Text classification model
Provide a fine-tuned LLM that supports text categorization for Sinhala vocal
text contents by fine-tuning the sinBERT model on our dataset.

Platform for Sinhala video content summarization
Introduced a user-friendly platform to grab the essential points from the Sinhala
video without the need to go through the entire content.

6.4 Challenges Faced

o Data Collection

Since there was no available dataset for Sinhala vocal format text content sum-
marization, we created our own dataset.

We found the original text contents for out dataset by referring to Sinhala
YouTube videos. To extracted the transcript from the original video we used
Google’s transcription API. Unfortunately, it does not provide 100% accurate
data. Hence we had to pre-process them manually.

The process of creating summaries for text content was highly time-consuming.

o Implementation
Since there were no available computational resources to process massive datasets
and models in our local machines, there was a challenge to train our models
with our dataset.
As well as the project needed to be completed with a limited time frame.
Additionally, limitation of freely available APIs and deployment services were
another challenge.
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e Subjectiveness of the Domain
The majority of the Sinhala video contents were available for the political do-
main.
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7 Conclusion

7.1 Chapter Overview

This chapter focuses on a summary of the research and provides an overview of the
limitations and future direction of the research.

7.2 Summary

With the increase of information, summarizing long video content into small content is
crucial. The existing platforms for video content summarization only support to high-
resource languages like English, Chinese. This thesis introduce the platform ”Sum-up
AI”) which supports summarizing Sinhala/Sinhala-English mixed video content by
using a fine-tuned mT5 model. We aim to demonstrate that Sum-up Al can generate
a summary by maintaining relevance, coherence, correctness, and clarity concerning
the original data content.

7.3 Limitations

o To generate a summary, we only consider the transcript of the video.
While generating a summary for the video, we get only the transcript as input.
However, the video’s visual content can also affect the summary’s quality.

e Model support only for the Sinhala or Sinhala-English mixed lan-
guage content
Our platform generates a summary for the Sinhala or Sinhala-English mixed
video contents. Videos in other languages cannot be summarized by using our
platform.

o To train the model, use a limited number of data points
We used sinmT5 model, a transformer based model for the summary generation
process. To train this model, we use only 1000 text-summary pairs.

o Limitations of existing methods for Sinhala speech to text generation
We used Google Transcriber as ASR for our platform. But it generate the
transcript for the video with very lower accuracy. Hence, it affected to the
accuracy of the final platform.

e Model capable for summarize video with single speaker
Our model generate accurate summary only for the video with single speakers.
When speaker count is more than one, it perform lower accuracy.
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7.4

Future Work

Improve the model to generate summaries considering multi-modal
data

When considering the videos, some important details are conveyed through vi-
sual elements rather than auditory data. Hence, integrating these visual details
is crucial for improving the accuracy of the summary.

Enable summarization in other languages

The current model only summarized the video with Sinhala or Sinhala-English
mixed language contents. Actually, the model trains only for response these
two languages. Hence, improving the model to support other languages, would
be beneficial.

Expand the dataset

The current dataset has 1000 text-summary pairs and most of them are in the
political domain. By increasing the dataset with including other domains data,
we can improve the model’s accuracy.
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8 Appendix

8.1 Appendix A — Summarization Model Results
8.1.1 Example 01

Source Text:

GODS GAIBBD NG LSNBW 57) Ce5eS 65E DeMDBD GG IS SHS), 6EGD o)
5800BI5E 5DB® EDB 19 DBE VWO HEEES) 5650 BB 6DMD). 6N BDE
s 25 B ¢S SV HsB® OIS GBS 6NE L5EWD 5T Ce583 65 DeMDCS
e B8 ®es 20 B B DBV Bs®®D Beswdr. & and 8 DHHD
cesedeesg Semm@es 3Dy 6D cW® 5D cdHnd). I8 Oe® Bvmedesd Qi ¢
e®DS 5 6@ BHurEd dmmed BEBWGS; T @®ME® WY HBVBVESES ED®
58 OB 8O gdess BSHES ©B® 38 WO WO, & De@® o5l 6e5g Sem®cs
gdess) BB 6856 gerg BEQS; 857 GBS WO PSS WSBHB) 38 WA WSHEN.

Human Extracted Summary:

2024 et 65E DeM@BSO GG CBIISD B8, edm® &) BODTHE cnDBDE 19
OW® OHFeH g BODD DD, & De@® 5 6xIs BESTO Semmes BEWS:
58 ¢O88 DO BV gD BGEs FHI® eEGEO 6856 OBDB, Eesel e5g
Sem@es ¢dess) B®O 656 BEQS: 857 GOB® PSSO WEBHB WIGD WSHEN.

Model Generated Summary - Considering Category:

GPDS GIBBED GLNE B Y (CE5tS 65 DMMDBD GG LIS BBE GEHE )
500D DB EDB 19 DBE VO HFEGS 550 VHDE DB, I
OI® DBetecsd BE) ¢B 5 6% GErsd Swded BEQGHEEH GOB® WO
58BVeEE @ 58 OB B @desH BSHW ©B® 8 8BS WSHEN.

Model Generated Summary - Without Considering Category:
PGS GIBGD NS LSNED 57) (Ct5eS 685€ TMDBED GOE CBSINCD SBS, GEHD
) SERVEHE DB EI® 19 DBE VMO HFEsS &80 DS OB, I
DD POBEeHEs) BE) ¢ 5 65 BEESD dended BERGS; B6 @38 ®OGH)
58BVesH 58 DB SO ¢DesE BSEISS OBHE 38 3008 ®SHd.

8.1.2 Example 02

Source Text:

6® EDBWEIMND FTBDNEWS DIV HED OFIES Roend & ¢led endms BEed
DTN 658TBSEE SDETNED® 1. & BBBESIS GHD GBSO EBB O BOH
OB® eSS 3RO & EENED 6O GEHEEND GOWEEND EHN®IBVEES 50,000% SO
885w @86 emd® WD) BSE. S 985E BB DBENS MWE F36E @
D5z BRSD 60 e85E ®IVE® ¢Bes DB BesHmd) ¢ DSE HYS ¢80 gy 9853
OHS & De@® OB QSPGB a8 &HdBV BDES W@ JemEeE) 6O md® WSH



DOEDES GHd MSE NERD® @80 51D 68 HBE BEIEBS YE B IS
GORE) % 5e5BE ®185 06 FED B DseS BPHED BEE WEDD FEFDRDD GEEHD
. 385 6D s BSBVBD EPBEDH. @B OB e BeHD) 6O
8BS HTM® 1853 5B YE 380 DeBEBeEH® 6835I6E BemnE OIS BEH
O B88ed. & Suder) ¢80 BB OB ¢® HB® B OB WSBED)
EooNEd EW® 150 9BI®E). & DeE® BOE ¢ BB cBewnNE HI® WO GsE)
RE8 158 9B®wd). ecemEeEi® dwnEN® EWe 30w 88t & Eowned cBemne
OB WEH. 953 BNBES MWD DD ¢80 BB VS, 8 g8 gus
cBemmne JemEeE) 6mes® weem® T g O DEDE WA WO GR6E BHEHOD
95D g&le. & cBemmng OB 8D PESE Su® WO 5EDTD OB ® OB
QE DO EEDBD.

Human Extracted Summary:

GBONGEWS D9V HEW OFTREE Roemd &g ¢lded endos BEAE WED 5SS
gHd EoNed 6® D™D 50,000 Do B8t @Bl o) WEHD). DYE eSS
BEIES GREE 6O INBDEDE) B HPDVSE. & cond ¢Betng DD Begs
GO60 tRBSEREEES DD Ben®E. & Budle® B8 6®esed ¢BetnE DEOD
DOE DEEDD GANBD GG DR BEHEHEN.

Model Generated Summary - Considering Category:

FBDRNEES DIV EHEW OFTDEE Roend B ¢8es endvics BEDED WS 5B
SOBVNEHD B, & 3D 6O EHGEND GOBWEEND LHNDNBJNSESS 50,000% 5O B8ese)
OB 8D WD), 68 DeB® BN 59 ¢ emBB® cBeng BB YD ET®
1523 9T, 89853 85dBed MWD DD B DD DR Dz

Model Generated Summary - Without Considering Category:

GEDNEDS D9IBD) eHEW OFTDERS Roznd &35 ¢8es endmcs BEAE 58w 5DBNE®mS
D). 6O c®HEEND GOBEEND LHENJBEES 50,000% 5O B85 68 endm WSHEN.

&) De@® ¢80, ¢® BB ¢Beng, 853 5dBeEE WS DD ¢80 cBHT®
CEDBEN.
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8.2 Appendix B — Evaluation Methods
8.2.1 Platform Used to Evaluate Model Generated Summaries

- 0

Original Paragraph Get Anather Text Al generated Summary SUMUP.AI

B QYsempens 60% S8 Goxinsf @l omm 86 6 07350 §2330aY) 6Dx50R A B0 08D Hedn
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Figure 8.24: Platform that used for evaluate the accuracy of the model generated
summaries
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8.2.2 Evaluation Form for Overall Platform Evaluation

User Evaluation of Sum-up Al

Sum-up Al is a platform developed to address the challenge of Sinhala video content
summarization. As video content continues to grow across digital platforms, there is a
rising need for automated tools that can generate accurate and coherent summaries,
especially in low-resource languages like Sinhala. Sum-up Al aims to bridge this gap by
providing concise and meaningful summaries from Sinhala and Sinhala-English mixed
video content.

By leveraging the capabilities of LLMs, Sum-up Al delivers summaries tailored to the
nuances of Sinhala speech and expression. The system is offered as a web extension,
allowing users to easily summarize long videos from YouTube-like platforms. This enables
faster content consumption without the need to watch full-length videos, which is
particularly useful in various domains.

This evaluation form is designed to gather feedback on the performance, usefulness, and
overall user experience of the Sum-up Al platform. Your insights will help us refine the tool
to better serve Sinhala-speaking users and enhance the quality of automatic
summarization for the Sinhala language.

Thank you for taking the time to participate in our evaluation.

ithri29@gmail.com Switch accounts (%)

£3 Not shared

* Indicates required question

Name *

Your answer

Email Address *

Your answer

How easy was it to use the Sum-up Al video summarization platform? *

IV



How easy was it to use the Sum-up Al video summarization platform? *

1 2 3 4 5

A A A A W

Was the generated summary grammatically correct and easy to understand? *

1 2 3 4 5

A A A A W

How satisfied are you with the speed of the summarization process? *

1 2 3 4 5

W A A w A

Do the platform’s features meet your needs for video content summarization? *

1 2 3 4 5

W w w A A

Any other feedback or suggestions?

Your answer

Never submit passwords through Google Forms.

This content is neither created nor endorsed by Google. - Terms of Service - Privacy Policy

Does this form look suspicious? Report

Google Forms

Figure 8.25: Evaluation Form used to evaluate the overall platform



8.3 Appendix C — Final Platform Outcomes
8.3.1 Example 01
Video URL - https://youtu.be/8CFLNOTJwHU7si=yokeZX2gxXZrI00X

Transcript for the Video -
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8.3.2 Example 02
Video URL - https://www.youtube.com/watch?v=slzuZ2QUTv4

Transcript of the Video -
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8.3.3 Example 03
Video URL - https://youtu.be/49kaV3WuEyc?si=tMP7ivTfq5aBBb8W

Transcript for the Video -
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