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Abstract 
 

Insurance companies operate on the concept of pooling losses among their insureds. An insurer 

invests the premiums to earn enough money not only to pay for losses but also to operate the 

company and gain a profit. Thus, the insurance company must reasonably predict the payments 

that will be made for loss and charge affordable premiums to insure a risk. The term "lapse" 

refers to the termination of an insurance policy by the policyholder for any reason other than 

the death of the policyholder. When an insurance policy lapses, it will decrease the performance 

of the product, the initial year’s expense of the policy may not be covered and it will create a 

loss of public image.  

Since retaining existing customers is much cheaper and more profitable than getting a new 

customer, it is crucial to identify policies which are likely to lapse. Even though the insurance 

industry uses a number of mathematical, statistical, and financial concepts to understand the 

behaviour of policyholders and quantify future liabilities and risks, those approaches have 

major drawbacks.  

This study focuses on predicting individual policyholder lapse rate and identifying scenarios 

which reduce lapses in Sri Lankan Insurance industry. To conduct this, firstly data of 

policyholder need to be collected and analysed. This information is gathered form an Insurance 

Company. Policies that commence from 2013 to 2022 are included. 32 parameters are 

considered for the analysis and variable importance is calculated. Then Random Survival Forest 

(RSF) and Cox net Survival Analysis are used to predict the lapse rate. Those techniques let the 

model to construct survival functions with different shapes for each insured. 

Model performance is high in random survival forest compared to cox net survival analysis as 

it captures linear, non-linear relationships and interactions between many factors. Hence 

variable importance is calculated using random survival forest. Then scenarios are performed 

to identify policy characteristics which give low lapse rate, in other words high survival rate.  

By the findings, it was successfully concluded that, through machine learning teachings, 

insurance companies will not only be able to predict the lapse rate of individual policyholders 

but also be able to identify policy characteristics that give a high survival rate. 
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Chapter 1 Introduction 

1.1 Introduction to the problem 

Insurance refers to a contractual agreement between an individual or an entity, known as the 

insured, and an insurance company, referred to as the insurer. It is a financial arrangement that 

protects against potential financial losses or damages resulting from specified risks or events. 

In this arrangement, the insured pays a regular premium to the insurer in exchange for the 

assurance that if a covered loss occurs, the insurer will compensate the insured according to the 

terms and conditions outlined in the insurance policy. Insurance aims to lighten the financial 

impact of unexpected events and provide peacefulness to the insured party (Ch and Ramesh, 

2011). 

Insurance companies operate on the concept of pooling losses among their insureds. The risks 

of loss that insurers are willing to cover are called insurable risks. An insurer pools money from 

a group of people (insureds) to reimburse the insured who suffers a loss covered by an insurance 

policy. An insurer invests the premiums to earn enough money not only to pay for losses but 

also to operate the company and gain a profit. Thus, the insurance company must reasonably 

predict the payments that will be made for loss and charge affordable premiums to insure a 

risk(Ch and Ramesh, 2011).  

There are two main classes of insurance, namely life, and non-life. In life insurance, the insurer 

agrees to pay a sum upon the insured’s death or other events, such as illnesses, for the payments 

(premiums) made by the insured at regular intervals or in lump sums. On the other hand, non-

life insurance deals with services other than those for the lives of human beings. Here, the focus 

area is life insurance(Ch and Ramesh, 2011). 

The term "lapse" refers to the termination of an insurance policy by the policyholder for any 

reason other than the death of the policyholder. The coverage will be lost because the 

policyholder failed to pay the premium. The term "surrender" is used when the surrender value 

is paid when the policyholder terminates the policy(Xong and Kang, 2019). 

This happens as the result of allowing policyholders to choose among many options. For 

example, a policyholder may receive a surrender value if he continues the policy only for three 

years and then terminates it or choose to discontinue premium payments without any payment 

if he terminates the contract before three years (Xong and Kang, 2019). 
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When an insurance policy lapses, it affects the company in below ways. 

• The performance of the product is highly relying on the persistence of the business. 

Persistency is the measure of how long policies remain in force. The persistency rate is 

the number of policies in force at the end of a given year as a ratio to the number of 

policies at the beginning of the year. This arrives after deducting cancelled, lapsed, or 

ceded insurance policies. Therefore, the higher the persistency rate, the higher the 

product performance. The product policies that have been in force for a long time are 

more profitable for the insurance company than policies that lapse quickly. 

• Also, the initial year’s expense of the policy is very high compared to the premium paid 

in the same period for the life insurance company due to the payment of high 

commissions to the agent, stamp duty, fixed costs, administration costs, etc. Therefore, 

insurance companies tend to profit from a policy after the completion of three (3) years. 

If a policy lapses in the first three years of the policy term, it is a significant loss for the 

company (Ch and Ramesh, 2011). Furthermore, the increase in the rate of lapsation 

creates a loss of public image. It will result in the lapse of even more policies. And also, 

it will create disinterest in the public towards choosing the policies of the company. 

Thus, it will harm new businesses as well. 

Customer satisfaction is vital for life insurance companies since there are now so many more 

players in the competition than in the past, and customers can easily change insurers. Also, 

retaining existing customers is much cheaper and more profitable than getting a new customer, 

as some expenses have already been covered by previously paid premiums (Verhoef and 

Donkers, 2001b). From the perspective of an insurer, when policies lapse, the business will 

deteriorate due to a lack of accuracy in their estimates, as lapse risk accounts for capital 

requirements in life insurance. Therefore, insurers should thoroughly understand lapsation to 

define the reasonable capital standard (Ch and Ramesh, 2011). Considering all the above facts, 

a suitable mechanism should be identified for the lapse reduction of life insurance policies. 

 

1.2. Motivation 

The insurance industry possesses vast amounts of data and is in the process of modernizing its 

core systems. However, it has yet to fully harness the potential of this data. Today, the insurance 

industry has opportunities to leverage data in new ways. By using data analytic techniques, 

insurance companies can gain knowledge about data and improve business decisions.  
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For the reduction of policy lapsation, it is important to learn about policyholders and their 

behaviour. The insurance industry uses a number of mathematical, statistical, and financial 

concepts to understand the behaviour of policyholders and quantify future liabilities and risks. 

Those approaches have major drawbacks, like not accounting for the value that different 

policyholders place on certain features (number and type of fund choices available within a life 

insurance policy or annuity contract, liquidity versus guarantees), and not accounting for how 

strongly social, and emotional factors influence policyholders' financial decisions (job 

insecurity and the need for liquidity)(Lombardi and Paich, n.d.). 

Data analytic techniques like predictive modelling give a better understanding of policyholder 

behaviour as they consider the interactions between many factors that influence a policyholder's 

decisions (Devale, 2012). Also, from data analytics techniques, hidden information can be 

revealed, and that information will help insurance companies retain existing customers and 

acquire new customers. As considering above benefits of data analytic techniques, usefulness 

of using those for reducing lapses in company by targeting right policies is shown in this study.   

 

1.3 Aims and Objectives 

Main aim of this study is to predict individual policyholder lapse rate and identify policy 

characteristics which reduce lapses in Sri Lankan Insurance industry. To achieve the above-

mentioned target, below objectives have to me mat. 

• Collect and analyse data related to policyholder characteristic from the insurance 

company. 

• Enhance customer acquisition and retention strategies through exploring a variety of 

data analytics models Experiment with different algorithms to build a predictive model. 

• identify the most influential attributes for accurately predicting lapsation. 

• Evaluate the potential performance of the deployed model. 

 

1.4 Scope of the study 

This project will provide reasons for policy lapsation and identify policies that are about to 

lapse, which will help management take the necessary actions to reduce policy lapsation. 
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Policies that are about to lapse are identified through survival models such as a random survival 

forest and cox net survival analysis. The performance of the model will be assessed via 

concordance index (C-index) and time-dependent area under the receiver operating 

characteristic curve (ROC). 

In this project, data from only one insurance company is considered, and only attributes made 

available by the company will be used for modelling. Unlabelled data will be omitted from the 

analysis. Policy statuses (In-force/Lapse etc.) are considered as at a particular date. 

1.5 Dataset 

Insurance company dataset with the company consent, is considered for the study. Policies that 

commence from 2013 to 2022 are included. Around 30 parameters are considered for the 

analysis and variable importance is calculated. 

 

1.6 Structure of the Thesis 

The structure of the thesis is organized into several chapters. Chapter 2, titled "Literature 

Review & Background” provides discussion on previous studies, essential contextual 

information, theories, and concepts necessary for comprehending the research context. Chapter 

3 titled " Design & Methodology” provides in detail view of methods, models, and techniques, 

along with the design. Chapter 4 titled " Results and Evaluation” presents the obtained results 

and evaluations of the results. And finally, chapter 5 titled "Conclusion” presents the conclusion 

arrived based on the study. 
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Chapter 2 Literature Review & Background 

Life insurance has always been a competitive industry. Applying data analytics to the field is 

an added advantage for competition. 

Devale and Kulkarni discussed how data mining can help firms get business advantages to 

support decision-making and the importance of data mining to get involved in the market. And 

also, it pointed out how association rules usable to retain existing customers by finding the 

necessary combination, and then new policies can be sold to existing customers to retain them. 

Furthermore, they discussed how the K Nearest Neighbours algorithm can be used to find a 

customer segment (Devale, 2012). 

Rao, in the paper, discussed how customers can be acquired and retained by using data analytics 

techniques and examined data analytics models for that purpose. Rao also discussed methods 

for reducing policy lapsation. In the paper, it says that the most profitable customers need to be 

identified to meet the target, and they point out a model for predicting customer life-time value. 

Furthermore, it pointed out the common barriers to employing predictive analysis. The barriers 

that are mentioned in the article are start-up costs, processing expenses, interoperability, 

cultural constraints, and lack of expertise (Rao, n.d.). 

Verhoef and Donkers pointed out that keeping existing customers is more profitable than 

attracting new ones. Also, they pointed out that by using customer information contained in a 

database, insurance companies can identify customers who are valuable to the company. 

According to the article, there are four major segments: low potential and low current value; 

high potential and low current value; low potential and high current value; high potential and 

high current value. In this paper, they have mainly focused on the modelling of customer 

potential value. They have discussed and compared different statistical models for that purpose 

(Verhoef and Donkers, 2001). 

Checcacci, in his paper, pointed out how variables like age, gender, unemployment, loss of 

spouse, retirement, and divorce affect the lapse decision, and he mainly discussed how an agent-

based model can be used by the insurance industry for modelling lapse risk. He pointed out that 

an agent-based model is the most suitable model to explain the interaction between policyholder 

choices, the insurer's attempts to retain customers, and the state of the economy in general. And 

also, general linear models, which are mentioned in various research papers, have been 

discussed. Those models are the Negative Binomial Model, Logit Regression, Poisson Models, 
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and Logistic Regression for Voluntary Lapse Decision. There, it made comparisons between 

those research papers (Matematico-Statistiche, n.d.). 

The American Risk and Insurance Association pointed out the factors affecting early 

termination and the impacts of that on insurance. The reasons that have been pointed out in the 

article are: a riskier occupation; collecting premiums through an insurer’s agent; and providing 

periodic living benefits. Furthermore, it demonstrates how variables such as age, gender, policy 

term, channel, occupation, commission ratio, premium payment mode, and product type 

influence early termination (Insurance Association, n.d.). 

Chandra and Ramesh discussed the situations that create high lapse rates. They pointed out that 

when considering premium-paying modes, policies that are in monthly and quarterly modes 

have higher lapse rates. And also, when considering the premium-paying term, policies with 

terms between 0 and 10 have the highest lapse rates. Furthermore, doing sales through brokers 

and corporate agents causes the policies to become more lapsed (Ch and Ramesh, 2011). 

Estany, Marín, and Zanón, in their article, mentioned the importance of considering the 

different policies owned by the same customer together. They also analysed the profit generated 

by each customer based on three dimensions. There are three types of profit: historical profit, 

which accumulates over time; prospective profit, which is generated if the customer does not 

cancel the policy; and potential profit, which is generated when the customer purchases a new 

policy that differs from the current one. They have also proposed a method for determining 

expected losses due to policy cancellation. It is done by estimating the profit generated by each 

policyholder and then predicting their probability of cancellation (Guillén et al., 2011). 

Xong & Kang, in their article, compared four classification algorithms, such as logistic 

regression, k-nearest neighbour, neural network, and support vector machines, for constructing 

life insurance lapse risk assessments. They found that both SVM and NN produced high 

prediction accuracy (Xong and Kang, 2019). 

Oshini discussed in her paper factors that affect policy early termination and methods to identify 

a subset of customers who have a high probability of early termination. She has used 

classification methods such as decision trees and neural networks for her analysis (Goonetilleke 

and Caldera, 2013). 

Karyn Azevedo mentioned that to evaluate time-to-event data, it is required to have a specific 

set of mathematical tools capable of dealing with the behaviour of survival data. Therefore, 
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survival analysis will be a good approach for such data. Karyn had used survival analysis on 

kidney transplant data. And also, Karyn stated that for a study, it is important to select the right 

set of features to get good results (de Azevedo, n.d.). 

Hemant Ishwaran introduced an ensemble tree method for the purpose of analyzing right-

censored survival data, which is random survival forests (RSF). Ishwaran had extended 

Breiman’s random forests method to derive random survival forests. In that paper, independent 

bootstrap samples are used to grow each tree with a randomly selected subset of variables at 

each node. Then, using a survival criterion that involved survival time and censoring status, a 

node is spitted. And also, the Nelson-Aalen estimator is used to estimate Cumulative Hazard 

Function (CHF) for terminal rode. The ensemble is derived by averaging these CHFs. Ishwaran 

had stated that RSF is convenient for applying to real data, which has complex interrelationships 

between variables. (Ishwaran et al., 2008) 

Jorge Andrade applied machine learning and traditional survival analysis techniques to 

insurance data for the purpose of modelling the lapse rate. In that paper, traditional Cox 

Proportional Hazards (CPH), Random Survival Forests (RSF) and Conditional Inference 

Forests (CIF) machine learning models are compared. It demonstrates the better performance 

of machine learning algorithms for predicting survival function using the C-index and Brier 

Score compared to traditional survival analysis. (Andrade et al., 2021) 

In the above papers, they discussed targeting new customers and preventing early termination. 

Factors affecting lapsation can vary from company to company and region to region. The above 

papers have discussed the factors in general. Some variables, like payment method, which can 

be directly affected by lapsation, are not considered for most of the papers. And also, it shows 

the importance of using survival analysis techniques in the insurance industry. 

The research aims to predict policy lapsation using survival analysis techniques and identify 

factors that will reduce policy lapsation for Sri Lankan insurance companies. And also, to give 

the insurance company knowledge on what type of policies they focus on when commencing 

new business. 

 

2.1 Background   

Below section described the theories which needed for the study 
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2.1.1 Survival Analysis 

Survival analysis is used to evaluate time to event. In our study, the event means the lapsation 

of the policyholder. It is very unexpected as for the study period, it may occur or not occur. As 

we can’t exactly say the time which occur the event of interest, data is incomplete. 

 

This happens because studies are limited in time with a start date and an end date. This will 

result in a limited time frame for the event to be observed. And also, the participant will die or 

drop out of the study before the event occurs, which will cause incomplete data (de Azevedo, 

n.d.). 

The picture 3.1 illustrates clinical study that investigates cardiovascular disease. It has been 

carried out over a 1-year period (Scikit-survival user guide) 

 
Figure 2.1:Cardiovascular Disease Clinical Study -Scikit-survival 

 

(Source: Scikit-survival user guide) 

The patients B and D both had events of interest observed during the study time frame. It was 

regardless of the enrolment time. These are the complete data, as events of interest occurred 

during the investigation period. These data are known as uncensored data. The patient A has 

lost, and the patient C dropped out during the study before the event of interest happened. The 

patient E was observed during the entire study, but the study period ended before the event 

occurred. So, for patient E, it is unknown whether he experienced or did not experience the 

event. Therefore, patents A, C, and E are event-free up to their last follow-up. That means the 

data is incomplete or censored. 



9 

 

Even though patents A, C, and E have not experienced the event of interest, that information is 

useful to estimate the likelihood of the event. Survival analysis techniques use not only 

uncensored data but also censored data (de Azevedo, n.d.). 

Prediction of Survival Analysis consists of predicting survival function. 

Survival probability S(t) returns the probability of survival time being greater than certain 

time(t), given a random variable corresponding to a patent’s survival time T. This gives the 

probability of surviving beyond t where t ≥0. 

                             𝑆(𝑡) = 𝑃(𝑇 > 𝑡)                                                                                      (3.1)                               

Then the survival function, also known as the cumulative survival rate can be obtained as 3.2 

                             𝑆(𝑡) = 1 – 𝑃(𝑇 > 𝑡)                                                                                 (3.2)                                  

Here S(t) is the cumulative survival rate. It is a non-increasing function with a probability of 

surviving that goes to 0 as time goes to infinity (de Azevedo, n.d.). 

 
Figure 2.2:Survival Curve Graph Example 

(Source: (de Azevedo, n.d.)) 

S(t) can be estimated by 3.3. If the data is complete, which means everyone dies before the 

study ends, we can observe the exact survival time of all subjects. 

                                        𝑆(𝑡) =
number of patients surviving beyond 𝑡

total number of patients
                                               (3.3)                      

This cannot be used for censored data as the numerator is not always defined (Scikit-survival 

user guide). 

2.1.2 Statistical Models for Survival Analysis 

Below described the most used techniques for survival analysis, which are Kaplan–Meier 

method and Cox proportional hazards regression. 

Kaplan-Meier estimator 
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Kaplan-Meier’s approach has uses for performing survival analysis that work for censored data. 

The following assumptions are made under this approach: 

• Censoring does not impact the probability of developing the event of interest, i.e., 

censored and non-censored individuals have the same survival probability. 

• Subjects with different enrolment times (i.e., later or earlier enrolment) in the study have 

the same survival probabilities; 

• The time of the event happens at the specified time. 

 

To define the estimator using the Kaplan-Meier survival function, we only need two variables, 

which are time to the event and censored subjects. However, in many studies, it is also 

interesting to evaluate the influence of other variables on survival time (de Azevedo, n.d.). 

 

Cox Proportional Hazards (CPH)  

 

One of the most widely used functions of survival analysis is Cox Proportional Hazards (CPH). 

The assumption of proportional hazards made by the survival function S(t | Xi) is adjusted by 

applying the classic Cox model technique. The adjustment is made considering the model 

assumptions and using the linear estimation model for the log of the hazard rate based on an 

exponential distribution (Andrade et al., 2021). 

For this model, all the covariates are added to the final model without considering their 

relevance. Therefore, this model can be used for a smaller set of features, whereas for a large 

set of features, this will result in a non-singular matrix due to the higher risk of correlation 

between features (de Azevedo, n.d.). 

 

Penalized Cox Models 

 

To overcome the problem of getting a non-singular matrix for CPH, penalized cox models have 

been used. There are three types of penalized Cox models: Ridge, LASSO, and Elastic Net (de 

Azevedo, n.d.). 

In Ridge’s Penalized Cox Model, it uses a penalty variable that has the ability to shrink certain 

coefficients to zero. Only less relevant variables will get the penalty from this approach, but it 

does not exclude the redundant features. Since this approach has a high computational cost, the 

LASSO approach is introduced, which proposes to continuously select the most predictive 

subset of features. This method also has drawbacks, which are the inability to select a number 
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of features greater than the sample size and the random selection of a feature when the model 

experiences a set of features closely related (de Azevedo, n.d.). 

 

2.1.3 Machine Learning Models for Survival Analysis  

 

Random Survival Forests (RSF) 

Random forests are one of the most important machine learning techniques for classification 

and regression. An advantage of this model is that it’s totally non-parametric. This also captures 

linear and non-linear relationships between the explained variable and the predictor variables. 

Another important feature is that it finds interactions between covariates because the learning 

comes from the ensemble decision trees. Outliers in data do not affect it, nor do they suffer 

from convergence problems. 

Survival trees are built by splitting each parent node into two daughter nodes starting at the 

root, which comprises the full dataset. A split is performed according to a survival criterion that 

maximizes the difference between daughter nodes; such a split is repeated on each subsequent 

node in a binary manner. This process is repeated to build n trees, and then ensemble techniques 

are used to obtain the final estimators, in this case the average of all trees. 

The algorithm has double randomness. First, a random sample is obtained by replacing the 

original data in each new tree. Second, the parent node is split into two daughters using a 

randomly selected covariate xj. Due to the law of large numbers, this double randomness leads 

to the convergence of the prediction error (PE). It describes the number of trees where the PE 

converges with a higher accuracy (Andrade et al., 2021). 

The algorithm is described below. 

The first step is to draw bootstrapping samples of average size 63% of the original dataset. The 

unselected data, which is 37% of the original data, is called out-of-bag (OOB) data (de Azevedo, 

n.d.). 

In the second step, a survival tree is grown for each sample, and at each tree node, specific 

number of covariates are randomly selected. Here, that node is split based on the covariate and 

its value, which gives the maximum survival difference between the daughter nodes of it 

(Andrade et al., 2021). 

Finally, the tree is expanded to its maximum size, provided that each leaf should have defined 

event cases (Andrade et al., 2021). 
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Once the Random Forest is built, the cumulative hazard function (CHF) is calculated for each 

terminal node and averaged over the bootstrap samples. 

2.1.4. Model Evaluation 

To evaluate the quality of the model, prediction error will be calculated using the Concordance 

Index (C-index) (Andrade et al., 2021). 

 

Concordance index (C-index) 

This measures how well the predictors rank the two randomly selected policyholders with 

respect to survival. This is equivalent to the area under the curve (AUC) (Andrade et al., 2021). 

The C-index is defined as the ratio of concordant pairs to comparable pairs. Here, concordant 

pair means correctly ordered pair (Scikit-survival user guide). 

The higher the C-index score, the higher the model performance is (Andrade et al., 2021). 

 

Time-dependent area under the receiver operating characteristic curve (ROC) 

This is an extended version of the receiver operating characteristic curve (ROC curve) to cater 

to censored survival times. The ROC curve is a commonly used performance measure for binary 

classification tasks. ROC curves are used to find how well estimated risk scores can separate a 

false positive rate from a true positive rate (Scikit-survival user guide). 

From ROC, for a specific time t, how well a predictive model can differentiate subjects who 

will experience an event by time t from those who will not by time t can be estimated. But this 

needs to be estimated for a given list of time points. A time-dependent area under ROC is 

implemented as an estimator for such a case (Scikit-survival user guide). 
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Chapter 3  Methodology 

3.1 Proposed Approach & Methodology 

This section explains the proposed approach and methodology, which involve data preparation, 

analysing data, lapse rate prediction for individual policy holder using statistical 

methods/machine learning techniques and identifying scenarios which improve survival rate 

for individual policy holder.  

This research mainly aims to reduce lapses in the life insurance domain. Insurance data for a 

specific period is collected and analysed for research purposes. 

The data set consists of policies that commenced from May 28, 2012, to December 31, 2021. 

Policy status has been obtained as of December 31, 2018 and as of December 31, 2021. Policy 

states on two specific dates have been collected to check the impact of the economic condition 

in Sri Lanka on policy status. This will impact the most important features for lapse reduction 

as policy holder’s needs may have changed and they may not need the policy. 

The original dataset for the study contains 32 variables and 116,543 records. A sample is 

constructed to build the predictive model, as the large volume affected the performance of the 

laptop using the stratified sampling method. Then analyse the new dataset to see whether it has 

the same characteristics as the original dataset and to gain insights about the data. 

The built predictive model using the above data set will be a basic model as customer sensitive 

information such as salary range and agent information is not available in the dataset. 

The proposed methodology consists of two phases: building a predictive model to identify the 

most important variables for policy lapsation and identifying scenarios that improve policy 

survival by using the built predictive model. 

To build the predictive model, the study will utilize random survival forest, and Cox net survival 

analysis. Finally, based on the selected two approaches, the model will be evaluated using the 

C-index and time-dependent area under the ROC curve. Results will be performed on the 

selected model. Then the most important features will be identified, considering policy status 

at two specific dates. 
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After the model building phase, several scenarios are performed to identify the factors that 

improve policy survival. This will be beneficial for the company to issue policies with a longer 

survival period. 

Selected Tools  

• Jupyter Notebook (Anaconda 3)  

• Libraries: Pandas, Numpy, Matplotlib, Scikit-learn, Scikit-survival 

 

Below graph shows the above-described process. 

                                                         

 

 

3.2 Research Solution Design 

Below summarized the solution components. 

 

3.2.1 Data 

The insurance policy data was collected from an insurance company with the company's 

consent. Exploratory data analysis techniques are used to clean up and get an overall idea of the 

portfolio. 

 

3.2.2 Algorithms 

Two approaches have been used to build predictive models. One is a machine learning 

algorithm and the other one is traditional survival analysis techniques. These are Random 

Survival Model and Cox net Survival Analysis respectively. 

 

3.2.3 Model Evaluation 

To evaluate the model, two techniques have been used. Those are, 
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• C-Index 

• Time dependent Area under the curve 

 

3.2.4 Identification of most important features for lapse prediction. 

After selecting the model based on the evaluation criteria, the most important features will be 

identified based on mean, std value as there will be many features to consider for the research 

and not all won’t give much contribution to the lapse prediction. 

 

3.2.5 Performing scenarios 

After identifying the most important variables from the selected model, several scenarios are 

performed to identify characteristics of a policy which gives a higher survival rate than the 

existing survival rate. 

 

 

 

 

 

 

 

 

 

Chapter 4 Results and Evaluation 

4.1 Data Pre-processing 

Data Set 

A Life insurance company data was used for this study. It contains the characteristics of the 

policyholders covering a period of 9 years from 2012 to 2021.  

Below table summarized the variables which used for the study. Total datapoints/policies 

available for the study is 116, 543 and total number of variables available for the study is 32. 
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Some variables which can be used to identify certain policyholder are removed from the study 

to due to the sensitive nature of those variables. 

 

Variable Description 

ID 

Policy number (integer numbers are put here, removed 

the actual number due to sensitivity of the data) 

V_PLAN_CODE The code of the product which a policyholder has bought 

V_PYMT_DESC 

How often policyholder should pay the premium 

(Premium frequency). There are 4 types. MONTHLY, 

HALF YEARLY, QUARTERLY & YEARLY. 

N_TERM Term of the policy 

COMMENCEMENT_YEAR Year of the policy commencement 

V_REL_CODE 

Relationship to the main policy. Here only self is 

considered, otherwise records get duplicated. 

AGE Age of the policyholder 

V_SEX Gender of the policyholder 

N_CUST_REF_NO 

Unique number of the policyholder. If policyholder 

bought more than 1 policy, this number would be unique 

PREMIUM_BAND Premium of the policy 

N_SUM_COVERED Sum assured of the policy (Life Cover) 

V_LAST_REC_INST Last payment method 

N_CHANNEL_CODE 

From which channel policyholder bought the policy. 

There are 4 channels. 

BA(Bancassurance),BR(Broker),LO(LOLC) & 

RE(Agent) 

ZONE  Zone of the policyholder 

V_OCCUP_CLASS Risk level of the Occupation  

PROD_TYPE Product category 

RIDER_INDICATOR Whether policy holder bought riders or not 

NO_OF_MEMBERS_WITH_RIDERS Number of members insured with Riders 

NO_OF_RIDERS Number of riders bought 

NO_OF_MEMBERS Number of members insured with the policy 

CHB whether policy has bought child rider 

CI whether policy has bought critical illness rider 

CI_CH whether policy has bought critical illness rider for child 

DEATH whether policy has bought death rider 

DISABILITY whether policy has bought disability rider 

HEALTH whether policy has bought Health rider 

OTHER 

whether policy has bought a rider other than mentioned 

above 

WOC_CI whether policy has bought WOC cover for critical illness 

WOC_DTH whether policy has bought WOC cover for death 

WOC_TPD whether policy has bought WOC cover for disability 

V_STATUS_DESC Status of the policy 

POLICY_DURATION_DAYS Policy Duration 
Table 4.1:Variables of Data Set 
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As illustrated in table 5.2, the “V_STATUS_DESC” column and 

“POLICY_DURATION_DAYS” (response variables) indicate the status of the policy (active 

or inactive) and policy duration (from the commencement date to the event date) respectively. 

V_STATUS_DESC includes five statuses namely LAPSE, DEATH L/A, MATURITY, IN-

FORCE, SURRENDERED. 

V_STATUS_DESC Description 

LAPSE 

The policyholder has not paid the premium, so the policy is inactive. 

The company is liable for the policy if the policyholder has already 

paid premiums for more than 3 years. 

DEATH L/A 

The policyholder has died and the company is no longer liable for 

the policy. 

MATURITY Policy is matured and company is no longer liable for the policy. 

IN-FORCE 

The policy is active and the policyholder has paid the premium. The 

company is liable for the policy. 

SURRENDERED 

The policy is surrendered and the company is no longer liable for 

the policy. 
Table 4.2:Variables of Data Set 

4.1.1 Load Dataset 

 

Firstly, python libraries and dataset are imported for the analysis. Then checked the no of 

records as in Figure 5.1  

 
Figure 4.1:dataset sample 
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4.1.2 Exploratory Data Analysis (EDA) 

Prior to prediction of individual policy lapse rates, conducted exploratory data analysis to get 

insight about the data set.  

data types: 

 
Figure 4.2:data types      

As shown above, the data set contains 116,543 observations and 32 columns. There are 11 

categorical variables and 21 numerical variables. And also, integer and object values presented 

in the dataset. 

 

 
Figure 4.3:Summary Statistics 1 
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Figure 4.4:Summary Statistics 2 

 

 
Figure 4.5:Summary Statistics 3 

In considered data, average term of the policy is 16.5 years, average age is 39.6 years, average 

no of riders is 6 and average policy duration is 490.85 days as in figures 5.3,5.4 & 5.5. 

 

 
Figure 4.6:Null values   
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Figure 4.7:Null values as a percentage 

       

In figure 5.6 & 5.7 shows that “V_LAST_REC_INST” and ZONE have null values. Missing 

percentage of “V_LAST_REC_INST” is 53.07%. That means half of the records are missing. 

So, it has been removed from the analysis. Since the missing percentage of the “zone” is only 

0.07%, replace the missing value with the most frequent zone, which is “UVA & EASTERN” 

as per the figure 5.8 

 
Figure 4.8:Zone wise percentage of policy count 
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Figure 4.9:percentage of policy count based on policy status 

In the dataset 73% of the policies is lapsed and only 26% of the policies are in-force as in figure 

5.9 

 
Figure 4.10:percentage of policy count based on premium frequency 

81% of the policies pay premium monthly.  

                        

 
Figure 4.11:percentage of policy count based on premium band 

There are policies which have 0 for the premium variable. Those have been by the most frequent 

premium.    

 

 
Figure 4.12:duplicate values 

There are no duplicate policies in the data set. 
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4.1.3 Data Visualization 

For the study, lapse rate needs to be predicted for individual policy holder. Therefore, interested 

events will lapse and non-lapse. For that, “V_STATUS_DESC” variable is converted the as 

follows: 

 
Figure 4.13:percentage of policy count on policy status after conversion  

Under the response variable, there are 2 variables: “V_STATUS_DESC” & 

“POLICY_DURATION_DAYS”. The influence of each independent variable on the 

“V_STATUS_DESC” is analysed first. 

 

 
Figure 4.14:proportion of observations of the policy status                   

The above bar plot shows the percentage of observations that correspond to each class of the 

“V_STATUS_DESC”: lapse and no lapse. It shows that 73.21% of policies have lapsed. 

Since the policy count is large, choose a sample size of 8000 for the study. Used the stratified 

sampling method to choose a sample based on “V_STATUS_DESC” and analysed the sample 

before prediction. 

A normalized stacked bar plot is used here to compare how the response variable varies across 

all groups of independent variables. 
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Figure 4.15:proportion of observation of the categorical variables on policy status in sample 1 
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Figure 4.16:proportion of observation of the categorical variables on policy status in sample 2 
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Figure 4.17:proportion of observation of the categorical variables on policy status in sample 3 

 

The following information can be extracted by analysing the above variables: 

• A similar percentage of lapsation is shown both when a customer is a man or a woman. 

• Yearly and half-yearly policies have less lapsation than monthly and quarterly policies. 

• Policies that commenced in 2020 and 2021 are more likely to lapse than in other years. 

• From channels, “BR” has fewer lapses than other channels following “BA” and "RE”. 

• There is no significant difference in lapsation between with rider and no rider. 
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Figure 4.18:Distribution of policy duration by term, age & lapse in the sample 

The following information can be extracted by analysing the above variables: 

• Term 15–20 years have more lapses than other terms. 

• Lapse rates tend to be higher when the policy duration is 0-500 days. 

 

Checked the correlation matrix for all features and found below information 
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Figure 4.19:correlation matrix 

    

NO_OF_MEMBERS_WITH_RIDERS and NO_OF_MEMBERS are highly correlated. 

Therefore, NO_OF_MEMBERS_WITH_RIDERS has been removed from the data. 

Removed N_CUST_REF_NO, ID, and V_PLAN_CODE, as well as those won’t be affected by 

the response variable. 
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          Figure 4.20:correlation matrix after removing correlated variables 

 

Next, evaluated “POLICY_DURATION_DAYS” using survival analysis. 

 

 
Figure 4.21:survival curve of the sample 

From the plot, we can see that most policies lapsed in the first 1000 days, as indicated by the 

steep slope of the estimated survival function in the first 1000 days. 

Then analysed survival function with other variables. 
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Figure 4.22:survival curve by channel code of the sample 

Policies that came through the RE and BA channels have lapsed in the first 1000 days. 

                

 
Figure 4.23:survival curve by premium frequency of the sample 

Policies that have “YEARLY” and” HALF YEARLY” modes seem to have a better survival 

rate compared to policy holders with other modes. 

                  

 
Figure 4.24:survival curve by product type of the sample 

Policies that have a “PAR” product type seem to have a better survival rate compared to policy 

holders with other product types. 
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4.2 Predicting Policy lapsation 

4.2.1 Random survival forest  

First, we need to convert categorical data to numeric data. 

 
Figure 4.25:data transformation 

              

Then split data set into training and test data. 

 
Figure 4.26:data splitting 

Trained the data using random survival.  

 
Figure 4.27:train data using random survival forest 

   

Finding model performance: 

 
Figure 4.28:model performance 

               

Predicting survival function for selected data: 

 
Figure 4.29:model prediction -random survival forest 
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Figure 4.30:predicted survival curve 

 

4.2.2 Cox net Survival Analysis 

Fitting the model: 

 
Figure 4.31:Fit the model using Cox net survival analysis 

 

Model performance: 

 
Figure 4.32:Model performance-Cox net survival analysis 

 

4.2.3 Model Evaluation 

Model performance is evaluated the by C-index and time-dependent area under the ROC. 

4.2.3.1 C-index 

 
Figure 4.33:C-index of selected algorithms 

Higher the C-index score, higher the model performance is(Andrade et al., 2021).From above 

it can be seen that random survival forest perform better than cox net survival analysis. 
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4.2.3.2 Time-dependent area under the ROC curve 

 
Figure 4.34:calculating time-dependent AUC 

 
Figure 4.35:time-dependent AUC 

It can be seen that random survival forest perform better than cox net survival analysis 

 

4.3 Important Features 

From the above evaluation, random survival forest has been used for further analysis. 

Finding important features using random survival forest: 

 
Figure 4.36:Finding Important features           
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Policy Status as at 31/12/2018 mean std  Policy Status as at 31/12/2021 mean std 

V_PYMT_DESC_MONTHLY 0.029093 0.003773  AGE 0.0146001 0.00338 

V_PYMT_DESC_YEARLY 0.011844 0.00278  PREMIUM_BAND 0.01249414 0.003055 

ZONE_SOUTHERN 0.007441 0.001464  V_PYMT_DESC_MONTHLY 0.01040074 0.002791 

PREMIUM_BAND 0.007357 0.001859  V_PYMT_DESC_YEARLY 0.0063567 0.002651 

ZONE_NORTH CENTRAL 0.007339 0.001598  ZONE_SOUTHERN 0.004834227 0.001729 

ZONE_NORTHERN & 

EASTERN 0.005403 0.002683  ZONE_NORTH CENTRAL 0.003976795 0.001307 

AGE 0.002369 0.004814  N_TERM 0.001742688 0.001156 

ZONE_WESTERN & NORTH 

WESTERN 0.002281 0.000915  

ZONE_WESTERN & 

NORTH WESTERN 0.001411175 0.000624 

V_PYMT_DESC_HALF 

YEARLY 0.001947 0.000692  ZONE_UVA & EASTERN 0.001165317 0.00141 

ZONE_UVA & EASTERN 0.001834 0.001065  

ZONE_CENTRAL & UVA 

EASTERN 0.00104708 0.000435 

CI 0.001714 0.000703  COMMENCEMENT_YEAR 0.000952537 0.001214 

N_SUM_COVERED_BAND 0.001441 0.000994  NO_OF_MEMBERS 0.000949331 0.001009 

N_TERM 0.001036 0.001374  

V_PYMT_DESC_HALF 

YEARLY 0.000789887 0.000908 

V_SEX 0.001014 0.000743  DISABILITY 0.000623899 0.000737 

DISABILITY 0.000833 0.000521  ZONE_NORTH WESTERN 0.000608203 0.000447 

ZONE_SABARAGAMUWA 0.000246 0.000172  CI 0.000528893 0.00066 

V_OCCUP_CLASS_MEDIUM 0.000207 0.000188  RIDER_INDICATOR 0.000410657 0.000123 

WOC_TPD 0.000183 0.000227  N_SUM_COVERED_BAND 0.000346846 0.001024 

    ZONE_METRO 0.000209938 0.000617 

    PROD_TYPE_UL 0.000201809 0.000646 

    V_SEX 0.000174051 0.001319 

    ZONE_SABARAGAMUWA 0.000147581 0.000432 

Table 4.3: Important features 

 

 

Other features are insignificant for predicting policy lapses. 

It seems that those are varied based on the investigation period.2018 is before COVID, and 

2021 data is after COVID. 

Therefore, for current usage, the most important variables, as of December 31, 2021, have been 

used. 

 

4.4 Performing scenarios to identify policy characteristics 

Then new data is applied to the built model, and the below information is obtained. 

• For premiums up to 6,000 and sum assured up to 50,000, for policy term 5, low-age 

monthly policies will tend to have a higher lapse rate than premiums up to 100,000, sum 
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assured up to 1000000, and for policy term 10/15, high-age yearly policies.

 

Figure 4.37:survival rates 
0: AGE: 23, PREMIUM_BAND =6,000, N_SUM_COVERED_BAND:500,000,   N_TERM=5, 

V_PYMT_DESC_MONTHLY=1, V_PYMT_DESC_YEARLY=0 

1: AGE: 43, PREMIUM_BAND =100,000, N_SUM_COVERED_BAND:1,000,000, N_TERM=15, 

V_PYMT_DESC_MONTHLY=0, V_PYMT_DESC_YEARLY=1 

2: AGE: 40, PREMIUM_BAND =500,000, N_SUM_COVERED_BAND:1,000,000, N_TERM=10, 

V_PYMT_DESC_MONTHLY=0, V_PYMT_DESC_YEARLY=1 

 

The probability of policy lapsation can be reduced by applying the below scenarios: 

For premiums up to 6,000, sum assured up to 50,000, for policy term 5, age 23 monthly 

policies 

• If the term is increased to 10 it will get a higher survival rate.

 
Figure 4.38:Effect of policy terms on survival rate 

0: term 5 year, 1: term 10 year 

• If premium mode is converted to yearly, it will give would higher survival rate.
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Figure 4.39:Effect of premium frequencies on survival rate 

0,1- premium mode monthly 2,3 -premium mode yearly 

 

If it has a high sum assured (1,000,000 instead of 100,000) survival probability will improve 

for the same premium.  

 

 

Figure 4.40:Effect of sum assured on survival rate 
                         0-sum assured 100,000, 1- sum assured 1000,000 

 

 

 

For premium ≤10,000 and sum assured 100,000, policy term 10 

• For premium mode, yearly policies tend to lapse less than monthly policies.
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Figure 4.41:Effect of premium frequencies on survival rate 2 

0,1: Premium mode - Monthly  

2,3: Premium mode – Yearly 

 

• If the sum assured is higher, the probability of policy lapse is low.

 
Figure 4.42:Effect of sum assured on lapse rate 2 

0: Sum Assured 100,000  

1: Sum Assured 1,000,000 

 

If Product type =NP (Non-Par) and if there is CI cover, the probability of policy lapse 

is low. 
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Figure 4.43:effect of product type/riders on survival rate 

0: PREMIUM_BAND =1,000, 1,2: PREMIUM_BAND =10,000 

0,1: PROD_TYPE_UL=1, CI=0, DISABILITY=1 

2: PROD_TYPE_UL=0, CI=1, DISABILITY=0 

 

• Policies with higher age tend to lapse less than polies with lower age. 

 
Figure 4.44:Effect of age on survival rate 

0: AGE =23, PREMIUM_BAND =5000, N_SUM_COVERED_BAND:100,000, N_TERM=10 

1: AGE =43, PREMIUM_BAND =5000, N_SUM_COVERED_BAND:100,000, N_TERM=10 

 

 

4.5 Discussion 

4.5.1 Challenges 

The below mentioned challenges were faced when doing the research. 

Large Data Volume 

High data volume would improve the model performance as a large amount of data is 

contributed to the model fitting. However, computation would be difficult for such data. As a 
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result, a dataset with 116,543 records had to be reduced to 8,000 records. This would have an 

impact on model building and predicting survival probability. 

Data Integrity 

Most important variables like payment method have more null values. Therefore, it had to be 

removed from the studies. This may have a significant contribution to lapse prediction. 

4.5.2 Assumptions 

• One policyholder has bought one policy 

• For the research, one policy status at a time is considered. Multiple policy status are not 

considered for the study. 

• Premium reflects the income of the policyholder. 

• Effects of the economic conditions on the policyholder are reflected in policy status. 

 

Chapter 5 Conclusion 

In conclusion, by using machine learning techniques policy lapse rate for each policyholder can 

be predicted accurately as it considered nonlinear relationships among variables. To evaluate 

this machine learning technique such as random survival forest as well as traditional survival 

techniques such as cox net survival analysis are used.  

Due to computational difficulties stratified sample is chosen form the dataset. After fitting the 

model using the above-mentioned algorithms, models are evaluated using C-index and time 

dependent area under the ROC curve. It can be seen that model performance of the random 

survival forest is higher than cox net survival analysis. 

Then the most important variables which contributed to policyholder lapse prediction are 

selected using permutation importance from random survival forest. This was done on datasets 

of two specific period to see the impact on economic conditions for policyholders. 

 

Finally, several scenarios are performed to identify policyholder characteristics. It showed that 

policies with higher premium, higher sum assured and yearly premium payment method have 

higher survival rate. And also, policies with product type =NP (Non-Par) and if there is CI 

cover, those have higher survival rate. Hence above scenarios improve the survival probability 

of policyholders, those will be beneficial for the company when commencing new business. 
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