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ABSTRACT 

 

In the backdrop of global economic challenges, Sri Lanka's apparel export industry, a significant 

contributor to the nation's economy, faces threats amidst the country's severe economic crisis. 

Despite its reputation for ethical sourcing and high-quality garments, Sri Lanka's market share in 

the global garment industry is relatively small compared to the dominating country, China. 

Recognizing the challenges associated with this reduced market share, Expo Group of Industries, 

a leading engineering plant in Sri Lanka, acknowledges the necessity of adopting a data-driven 

approach to navigate complexities and maintain competitiveness. The company is committed to 

leveraging data-driven strategies to overcome industry challenges, ensuring it can continue to 

provide tailored solutions for its clients in the fashion industry. 

Sri Lanka is grappling with a severe economic crisis since March 2022, marked by a drastic drop 

in foreign reserves and a subsequent impact on industries, notably the apparel sector. The crisis, 

rooted in a dollar shortage and exacerbated by electricity tariff hikes and unfavorable tax policies, 

has led to increased production costs, shipping challenges, and delays in order fulfillment. The 

political and economic instability has eroded trust among foreign buyers, resulting in reduced 

orders and job losses in the apparel industry. Amid these challenges, a proposed research project 

aims to develop a tailored forecasting model using machine learning and time series analysis to 

improve B2B sales predictions in the Sri Lankan apparel industry, addressing a critical knowledge 

gap and offering practical insights for industry stakeholders. 

The study investigates sales forecasting techniques in the B2B apparel industry, revealing that 

SARIMAX, Random Forest Regression, and XGBoost are effective models. While LSTM lags due 

to data limitations, Random Forest Regression and XGBoost consistently outperform ARIMA-

based models, with XGBoost emerging as the superior performer based on lower MSE, higher R2, 

and Explained Variance Score. These findings align with prior research highlighting the efficacy 

of machine learning models in sales prediction. The study fills gaps in B2B sales forecasting 

literature for the apparel industry, emphasizing the importance of data-driven decision-making and 

customer profiling for maximizing financial performance. Despite limitations, the research 

provides a robust foundation for evidence-based decision-making in navigating challenges and 

capitalizing on opportunities in the Sri Lankan apparel industry. 
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CHAPTER 1 

INTRODUCTION 
 

1.1. Motivation 

 

Business-to-business (B2B) sales play a crucial role in the global economy, encompassing 

transactions between two or more businesses that involve the exchange of goods, services, or raw 

materials. These transactions can take various forms, such as a business purchasing raw materials 

to manufacture its own goods, purchase additional value-added services to enhance operational 

efficiency, or re-sells goods and services produced by other businesses (Giri, et al., 2019). In today's 

business setting, B2B companies encounter a multitude of challenges that demand their attention 

and strategic decision-making. These challenges include market disruptions, intensified 

competition, evolving customer demands, and the expectations of investors for profitable and 

sustainable growth. To navigate these complexities and stay ahead of the curve, B2B companies 

are increasingly turning to data-driven decision-making. The advancement of technology has 

revolutionized the way businesses operate, generating vast amounts of data in the process. B2B 

companies are now presented with an opportunity to leverage this data to gain valuable insights 

and make informed decisions. By adopting a data-driven approach, organizations can analyze large 

volumes of information, extract meaningful patterns and trends, and uncover actionable 

intelligence.  

In a B2B environment, trend analysis and forecasting future sales are quite crucial as the entire 

production and supply depend on these forecasting. Analyzing historical sales happened with 

previous timeframes to identify sales patterns and project future trends and accurate forecasting 

affects not only sales, but also other areas within the business, such as strategic planning, finance, 

marketing, operations, and company performance assessment (Lu & Kao, 2016). With accurate 

estimations, decision-makers can adapt to changing market signals, make smarter business 

decisions and accordingly adjust their procurement and production plans. Further, these proactive 

approaches will lead to early adoptions for the increasing demand and quick response to any 

declines which will have a positive or negative impact on revenue generation. In addition, trend 

analysis and forecasting can increase the profitability of the company by cost prediction and 

decision-makers can anticipate sales volume and plan for resource allocation, such as adding more 
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workers and other resources, to ensure smooth operations during peak seasons (Haselbeck, et al., 

2022). This strategic workforce planning helps avoid understaffing or overstaffing, optimizing 

productivity and reducing unnecessary costs. Additionally, sales trend analysis and forecasting 

provides valuable insights into the entire sales pipeline. Decision-makers can identify and address 

any weak links or bottlenecks in the sales process ahead of time. By proactively resolving issues, 

businesses can ensure stable performance throughout the term, minimize disruptions, and maintain 

customer satisfaction. Moreover, accurate sales trend analysis allows businesses to align their 

marketing strategies with projected sales volumes. Marketing campaigns can be planned and 

executed based on anticipated demand, ensuring efficient utilization of resources and maximizing 

return on investment. 

Sri Lanka is indeed facing significant economic challenges, which have been described as one of 

the worst crises the country has experienced in decades. In March 2022, the Sri Lankan government 

declared itself bankrupt, unable to meet its financial obligations, including defaulting on more than 

$55 billion of its foreign debts (Wickramasingha, 2023). The consequences of this economic crisis 

have been far-reaching. One of the immediate impacts has been a shortage of foreign reserves, 

severely limiting the government's ability to import essential goods and services. As a result, Sri 

Lanka has been struggling yearlong to provide its citizens with basic necessities, such as fuel, 

electricity, gas, essential drugs, and food. The scarcity of foreign currency reserves has led to 

challenges in importing vital commodities, causing shortages and price hikes in the market. The 

availability and affordability of essential items have become major concerns for the population, 

affecting their daily lives and overall well-being. The government has been working to mitigate the 

effects of these shortages, but the scale of the crisis has made it a daunting task. 

In the midst of Sri Lanka's economic and political challenges, the apparel export industry, which 

has earned a strong reputation globally, is facing a serious threat. Over the years, Sri Lankan apparel 

manufacturers have established themselves as a trusted destination for ethical apparel sourcing, 

manufacturing high-quality garments adhering to international standards (Samanthi, 2022). These 

factors have positioned Sri Lanka as a trusted sourcing destination for renowned global fashion 

brands and the label "Made in Sri Lanka" has become synonymous with quality, reliability, and 

accountability in the industry (Samanthi, 2022).  

The apparel export industry in Sri Lanka has played a crucial role in the country's economy, serving 

as the primary source of foreign exchange earnings and contributing significantly to employment 
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opportunities. According to a report by Online Clothing Study, the apparel industry accounted for 

approximately 52% of Sri Lanka's total export revenue in 2021 (Rammandala, 2022), highlighting 

its significance as the leading foreign exchange earner for the country. This statistic underlines the 

pivotal role played by the apparel sector in generating foreign exchange and strengthening the 

nation's economy. In addition to its economic significance, the apparel industry is also a major 

employer in Sri Lanka. It employs a substantial portion of the country's workforce, with 

approximately 15% of the total workforce being engaged in the industry (Mirza & Ensign, 2021). 

This demonstrates the industry's contribution to job creation and livelihoods, providing 

employment opportunities to a significant number of individuals. The substantial share of export 

revenue and the significant workforce employed by the apparel industry highlight its importance 

to the Sri Lankan economy.  

Moreover, Sri Lanka's apparel industry is indeed home to some of the largest and high-end garment 

manufacturers in the world. Sri Lankan manufacturers have developed strong partnerships with 

these brands, supplying their products and contributing to their global supply chains. Several well-

known global fashion brands have sourced their products from Sri Lanka. These brands include 

Banana Republic, Speedo, Ralph Lauren, H&M, Tommy Hilfiger, GAP, Marks & Spencer, 

Victoria's Secret, Patagonia, PVH (Calvin Klein), NIKE, Calzedonia, Levi's, and Puma (Linh, 

2022). This reflects the industry's reputation for high-quality production, ethical practices, and 

reliability. The presence of these brands contributes to the growth and global recognition of Sri 

Lanka's apparel industry, creating opportunities for further development and collaborations. 

Though, Sri Lanka annually exports garments approximately worth around $2.2 billion to the 

United States of America, approximately $900 million to the United Kingdom, almost $350 million 

to Italy, and around $200 million to Belgium (Anon., 2023), the global garment industry is 

currently dominated by China with almost a 40% apparel industry market share and Sri Lanka is 

holding the market share of almost 1.2%, which means Sri Lanka is not yet among the top 10 

garment manufacturing countries in the world (Anon., 2023). However, it is important to note that 

the global garment industry is currently dominated by China, which holds a market share of almost 

40% (Anon., 2023). In comparison, Sri Lanka's market share stands at around 1.2%, indicating that 

it is not yet among the top 10 garment manufacturing countries in the world (Anon., 2023). 

Nevertheless, Sri Lanka's consistent exports to major economies signify its competitiveness and 

ability to supply garments that meet international standards and customer expectations. 
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Expo Group of Industries (PVT) LTD. is a prominent engineering plant situated in the Katunayake 

Export Processing Zone. Originally owned by Miyaura Lanka Limited, a Japanese engineering 

plant, Expo Group of Industries was later acquired by the Expo Industrial Group of companies. 

Expo Group of Industries has established itself as a leader in the industry by offering a diverse 

range of services that cater to the specific needs of its clients. By excelling in sustainable branding, 

labeling, and print packaging, the company has earned a reputation as a trusted partner who 

provides environment friendly solutions for luxury global fashion retailers and apparel 

manufacturers in Sri Lanka. The motivation to conduct the research work at Expo Group of 

Industries stems primarily from client requirements. The company recognizes the importance of 

establishing a data-driven culture and making appropriate investments to fully unlock the potential 

of data and remain competitive in the marketplace. This approach will help the company to gain 

valuable insights and develop tailored solutions that address the unique challenges faced by its 

clients and it will ensure that the company remains at the forefront of innovation and can 

continuously adapt its offerings to exceed client expectations.  

 

1.2. Statement of Problem 

 

Sri Lanka has been an eye of global inquiry since 2022 March, as the country has been in the fray 

of a financial crisis with crippling inflation and an energy dearth. In February 2022, the country's 

foreign reserves plummeted by a staggering 70%, reaching to US $2.30 billion (Varshney, 2022) 

and the scarcity of foreign exchange has severely limited the country's ability to import goods and 

materials necessary for various industries.  

The repercussions of this crisis have profound impact on the apparel industry in Sri Lanka, causing 

numerous apparel companies to encounter significant challenges in meeting their end goals. The 

root causes of this predicament can be traced back to the dollar crisis that commenced in 2019 and 

has steadily worsened over time. The devaluation of the Sri Lankan rupee against the US dollar has 

led to soaring costs for imported goods, including essential raw materials for the apparel sector. 

This has significantly strained the financial resources of apparel companies, impeding their ability 

to purchase the necessary raw materials for production. In addition to the dollar crisis, the newly 

introduced electricity tariff has worsened the challenges faced by the industry. This tariff has 

resulted in a substantial hike in electricity prices, further burdening apparel manufacturers who rely 
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heavily on energy-intensive processes. The increased cost of electricity has put immense pressure 

on companies' budgets, forcing them to make difficult decisions to balance expenses and maintain 

profitability. Furthermore, the prevailing tax regime has imposed a significant financial burden on 

businesses, making it harder for them to allocate funds towards production and growth initiatives. 

The surge in costs associated with production have placed a heavy strain on apparel companies. 

Notably, the industry has experienced a massive increase in raw material prices, further squeezing 

profit margins. As a result, apparel manufacturers in Sri Lanka have found it increasingly 

challenging to sustain their operations. 

Adding to the complications, the dollar crisis has resulting in many shipping companies opting out 

calling vessels into Colombo port leading to higher transportation costs for importing raw materials 

and exporting finished goods. The challenges faced by garment factories in Sri Lanka have become 

growth impediments on multiple fronts, impacting their operations and the overall competitiveness 

of the industry. The two significant challenges that hinder its growth are the rising cost of shipping 

and logistics, and the timely delivery of finished goods. The increasing expenses associated with 

shipping and logistics pose a considerable obstacle for apparel companies, making it increasingly 

difficult for them to maintain profitability. Additionally, ensuring on-time delivery of finished 

goods has become a critical concern for garment manufacturers. The scarcity of shipping services 

and the financial crisis have disrupted the supply chain, resulting in delays and uncertainties in 

order fulfillment. This not only jeopardizes relationships with buyers but also raises concerns about 

the ability to meet delivery deadlines. The unreliability in meeting customer expectations due to 

these challenges can have adverse effects, including dissatisfied customers, damaged buyer 

relationships, and potential loss of future orders.  

The fragile political and economic conditions in Sri Lanka have significantly impacted the garment 

industry, leading to lower-than-anticipated orders from foreign buyers. As highlighted by Dias 

(Dias, 2022), concerns about the country's stability and potential disruptions to order fulfillment 

have caused foreign buyers to worry, resulting in reduced orders for export-oriented manufacturers. 

Such economic crises rooted in political issues often lead to a lack of trust and confidence among 

the international buying fraternity. As highlighted by Business Times, this mistrust has prompted 

some brands and retailers to shift their sourcing orders from Sri Lanka to neighboring countries, 

aiming to mitigate the perceived risks (Dias, 2022). Consequently, the scarcity of orders has forced 

many larger apparel companies in Sri Lanka to scale back their operations. The ramifications of 
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this situation have been particularly devastating for the livelihoods of workers in the apparel 

industry. With limited orders, these companies are operating at reduced capacity, typically three to 

four days per week. Furthermore, to align with the decreased production levels and cost constraints, 

some companies have been compelled to downsize their existing workforce (Dias, 2022). The 

adverse effects of the industry's challenges are visible in the significant job losses that have already 

occurred in the apparel sector since 2022. Business Times reports that more than 10,000 individuals 

have lost their jobs in the industry (Dias, 2022). 

The apparel industry is characterized by plethora of factors that make predicting future product 

demand or sales. These factors include the wide variety of product styles, patterns, short life cycles, 

and fluctuating consumer demands which can lead to flawed or less accurate predictions (Giri, et 

al., 2019). On the other hand, the complexity of business dynamics further complicates decision-

making, often leading to subjective judgments based on personal experiences and mental models. 

To address these challenges and improve business performance in the fashion industry, cutting-

edge data analytics tools and robust trend analysis and forecasting models can play a crucial role. 

By effectively handling the vast amounts of data available, businesses can gain valuable insights 

and make more accurate predictions. However, based on the past research, Machine learning (ML) 

techniques and time-series analysis have shown promise in enhancing revenue forecasting in the 

apparel industry (Bohanec, et al., 2017). These advanced techniques can be applied to various 

prediction problems, enabling businesses to make data-driven decisions and optimize their 

operations. Moreover, from a Sri Lankan perspective, it is particularly important to closely monitor 

sales trends, especially in the Business-to-Business (B2B) segment of the apparel industry. By 

keeping a vigilant eye on B2B sales, companies can gain a deeper understanding of market 

dynamics, identify emerging opportunities, and navigate the current financial and geopolitical 

challenges more effectively. This awareness can help them adapt their strategies and make 

informed decisions to stay competitive in a rapidly changing business environment. 

While Machine Learning (ML) techniques and time series analysis have been extensively studied 

in data-driven decision-making, there is a noticeable gap in the literature when it comes to B2B 

sales forecasting. To gain a comprehensive understanding of which model performs well in B2B 

sales forecasting and trend analysis within the apparel industry, it is necessary to conduct empirical 

research using real-world data from this specific sector. The existing studies and reports in this area 

have explored various algorithms and models in different industries, but their findings may not 
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directly translate to the apparel industry and mostly consist of exploratory analyses, and there is a 

lack of scientific focus on B2B sales specifically in the context of the apparel industry in Sri Lanka. 

By collecting and analyzing data that captures the seasonal changes and other relevant factors 

unique to the apparel industry, researchers can evaluate different trend analysis and forecasting 

techniques and identify the most effective model for accurate sales predictions. 

To address this knowledge gap, the proposed project aims to bridge the theoretical and practical 

aspects by incorporating supervised ML and time series analysis specifically tailored to the apparel 

industry, considering the challenges and characteristics specific to B2B sales in this sector. Such 

research will provide valuable insights and practical guidance for businesses in the apparel industry 

seeking to improve their sales accuracy and by leveraging these techniques, the project seeks to 

develop a robust trend analysis and forecasting model for B2B sales in the apparel industry, 

specifically tailored to the Sri Lankan context. The findings can help industry stakeholders make 

data-driven decisions, optimize their sales strategies, and enhance their competitiveness in the 

market. 

 

1.3. Research Aims and Objectives 

 

In today’s competitive world, trend analysis and accurate sales forecasting plays a vital role in 

inventory management preventing overproduction and overstocking while maximizing revenue 

generation (Ensafia, et al., 2022). Predominantly in a business-to-business (B2B) environment, 

forecasting future demand holds great significance, as it supports corporate analysis and decision-

making, providing a potential competitive advantage across various domains. Thus, this research 

project is motivated by the need of the client in terms of analyzing and forecasting sales trends in 

the apparel industry. Even though the analysis is based on the local producers, the outcome of the 

project will provide broader insight into global fashion brands and their market behaviour in the 

forthcoming years. Moreover, data visualization is often considered the most powerful means to 

communicate crucial information to the stakeholders enabling them to understand and act upon it. 

Hence the objectives of the project are as follows.  

1. To explore the trend in the apparel export industry based on historical data by performing 

regression forecasting techniques such as SARIMA, SARIMAX.and others. 
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2. To determine the accuracy of classification machine learning models in predicting and 

forecasting the behaviour of the apparel export industry. 

 

3. To determine the most effective method to forecast apparel industry data that exhibits 

seasonality or non-seasonality, by comparing regression and classification machine 

learning models. 

 

4. To visualize patterns and trends, providing top management with actionable insights to 

facilitate decision-making and enhance export performance. 

By accomplishing these objectives, the project aims to enhance the understanding of sales trends 

in the Sri Lankan apparel industry, equip decision-makers with reliable trend analysis and 

forecasting tools, and provide valuable visual representations that support effective decision-

making processes, ultimately leading to improved export performance. 

 

1.4. Scope of Work and Limitations 

 

This research project aims to contribute new knowledge by bridging the existing knowledge gap in 

the literature related to trend analysis and sales forecasting in the context of B2B sales in the apparel 

industry. By leveraging data-driven decision-making, the study will assist policymakers in the 

apparel industry to make informed choices based on data analysis rather than relying solely on 

intuition. Additionally, the project aims to identify the most profitable customers, enabling the 

company to focus its efforts on generating additional revenue and maximizing its financial 

performance. 

The scope of the research is primarily defined by the data set provided by the stakeholder, Expo 

Group of Industries (PVT) LTD, covering the period from 2019 to 2023 and the analysis will focus 

on forecasting trends in terms of client-wise, brand-wise, and item-wise sales. By exploring these 

different dimensions, the project seeks to gain a comprehensive understanding of the underlying 

sales patterns within the Sri Lankan apparel industry. 

However, it is important to acknowledge the limitations of the study. Firstly, the research will not 

address the global market demand pertaining to specific products or countries, as the necessary 
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data is not available with the client. Hence, the focus will be only on analyzing and forecasting 

sales trends within the specific context of the provided dataset. Even though the findings may 

provide insights into broader market behavior, it is important to interpret the results within the 

scope of the Sri Lankan apparel industry. 

Additionally, the research project will not consider unstructured data such as emails and invoices. 

Although these sources could potentially carries valuable insights, they are excluded from the 

analysis due to the project's defined scope and available resources. The research will primarily rely 

on the structured data provided by the client to conduct the forecasting and analysis. 

Despite these limitations, the project aims to provide valuable insights into the sales trends within 

the Sri Lankan apparel industry, enabling decision-makers equip with necessary information to 

navigate the challenges pose by the current financial and geopolitical climate effectively. The 

findings obtained through this research endeavor will serve as a solid foundation for evidence-

based decision-making, empowering stakeholders to make informed choices that enhance and 

deepen their understanding of the performance of the Sri Lankan apparel industry. By shedding 

light on key insights and trends, this study aims to contribute to the improvement and 

comprehensive understanding of the industry's dynamics, navigate challenges and seize the 

opportunities in the future. 

 

1.5. Structure of the Thesis  

 

 
The thesis organized itself to five chapters and the first chapter begins with the motivation, 

followed by elaborating the research problem. Then the research objectives had been discussed and 

the significance of the study had been defined. After that, the assumptions and limitations of the 

study had been illustrated and finally, the chapter concluded after outlining the structure of the 

thesis.  

The review of relevant literature is presented in chapter two and it begins with the definitions of 

B2B Business. Then the behaviors of machine learning models and time series models had been 

exposed. The chapter concluded after explaining the research gap.   

The third chapter describes the research methodology and it begins with an overview of the research 

philosophy. Then it explains the five steps involved in the selected research approach. 
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The fourth chapter presented the results and evaluations of this study. First, it explains three time 

series models used in thid study and the outcome is explained. Then, three machine learning models 

used in this study is explained in details along with its results. Chapter concludes with the 

comparison of outputs received from time series models and machine learning models. 

Then the final chapter presented the overview of the study. Then it provides a conclusion and then 

finally limitations of the study and future improvements had been discussed. 
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CHAPTER 2 

LITERATURE REVIEW 
 

 

2.1. Business-to Business (B2B) Sales in Apparel Industry 

 

In the apparel industry, B2B sales refer to the business-to-business model, where one business sells 

its products and services to another business rather than directly to consumers. This B2B sales 

model involves longer sales cycles, extended contracts, and the establishment of enduring 

relationships with other companies. However, the apparel industry faces unique challenges in 

forecasting future demand for its products. These challenges arise from factors such as the short 

life cycle of apparel products, limited historical data availability, high market demand uncertainty, 

and seasonal trends.  To address these challenges, researchers have attempted to develop 

forecasting models. However, these models have only achieved moderate accuracy in predicting 

future demand for apparel products. Despite the abundance of data and advancements in statistical 

and machine learning techniques that have significantly improved data-driven decision-making in 

various domains, there is limited literature available on machine learning techniques specifically 

applied to B2B sales forecasting in the apparel industry. This scarcity of research makes it difficult 

to comprehend the recent developments in this particular domain of the apparel industry. 

Many organizations in the apparel industry have yet to embrace machine learning techniques at the 

B2B sales forecasting stage of their supply chain. As a result, the adoption of advanced forecasting 

methods and the exploration of machine learning techniques in this context are still relatively 

limited. Further research and exploration in this area could contribute to improved forecasting 

accuracy, better decision-making, and enhanced operational efficiency in B2B sales within the 

apparel industry. 

 

2.2. Machine Learning Models 

 

Over the years, researchers and analysts have implemented various machine learning algorithms 

and time series techniques to aid in trend analysis and forecasting problems that impact business 
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decision-making. Some studies have indicated that machine learning models offer improved 

predictive capabilities compared to traditional time series models, although further confirmation is 

still needed. Machine learning models are known for their computational efficiency, making them 

suitable for handling large datasets. They excel in dealing with multi-dimensional data and are 

capable of handling outliers effectively. Additionally, machine learning models have a high 

learning rate compared to other algorithms and demonstrate robustness in the presence of noise. 

One advantage of machine learning models is their versatility, as they can be applied to both 

classification and regression problems. They have been utilized in recent research and real-world 

scenarios across various fields. These models offer potential for enhancing the accuracy and 

effectiveness of trend analysis and forecasting tasks, thereby supporting informed decision-making 

in business contexts. 

In 2015, Bohanec et al. (Bohanec, et al., 2017) developed a supervised machine learning model 

that employed the double-loop learning technique to address trend analysis and B2B sales 

forecasting. Due to the limited availability of instances, they employed a feature engineering 

approach using the R package to create additional instances (attributes) for training the model. The 

study concluded that the random forest model emerged as the top-performing classifier, achieving 

an accuracy of 96% and showing great promise for B2B sales forecasting. However, it is important 

to note that the research had limitations in terms of the number of training instances. The majority 

of these instances were artificially created, which might explain the high levels of classification 

accuracy obtained using this approach. While the results of the study are promising, further 

research is needed to validate the findings with larger and more diverse datasets. The use of 

artificially created instances raises questions about the generalizability of the model to real-world 

scenarios. Therefore, it is crucial to conduct future research using more extensive and 

representative datasets to assess the true effectiveness and reliability of the random forest model 

for B2B sales forecasting in the apparel industry. 

In 2019, Mortensen et al., (Mortensen, et al., 2019) developed a model to assess B2B sales using 

different classification algorithms. After applying feature engineering techniques, the research 

utilized a total of 15 attributes. However, only four attributes were found to be highly significant, 

while the others exhibited less importance and were excluded from some models (Mortensen, et 

al., 2019). The main attributes used in the study were: Type (This attribute indicated whether an 

opportunity was new, incremental, or a renewal), Amount (It represented the size of an opportunity 
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or the expected amount that a customer would pay), Task Count (This attribute was calculated by 

tallying the total number of tasks created and linked to an opportunity's parent account) and 

Complexity (It referred to the complexity level of a product being offered to a customer). The 

researchers employed various classification models, including Multiple Logistic Regression, 

Decision Tree, Random Forest (RF), and XGBoost. Among these models, the Random Forest 

algorithm achieved the highest accuracy rate of 80%. It had a precision of 86% and recall of 77%. 

However, the researchers acknowledged that the accuracy was relatively low due to the poor 

quality of the data used. They recommended further improvements to enhance the model's 

performance. The findings of this study highlight the importance of selecting relevant attributes 

and employing suitable classification algorithms for B2B sales forecasting. The relatively low 

accuracy emphasizes the need for better data quality and additional enhancements to the model. 

Future research can focus on refining the model and exploring other techniques to improve its 

predictive capabilities in B2B sales analysis. 

In the same year, Arif et al. (Arif, et al., 2019) conducted an analysis using three popular machine 

learning (ML) algorithms for B2B sales forecasting. The K-Nearest Neighbor (KNN), Gaussian 

Naïve Bayes, and Decision Tree Classifier algorithms were tested to determine the best technique 

for forecasting sales demand. The dataset was split into an 80:20 ratio, with 80% of the data used 

for training the model and 20% for testing. They evaluated the algorithms based on metrics such 

as accuracy, precision, sensitivity, and F1 score to determine the best technique for forecasting 

sales demand. The results indicated that Gaussian Naïve Bayes achieved the highest accuracy of 

58.92% and was considered the best algorithm for demand forecasting among the three tested 

models. However, it is important to note that this accuracy level may be relatively low compared 

to other studies. One notable finding from this research was that the geographical area had an 

impact on the prediction. However, further research is needed to explore additional factors and 

improve the accuracy of demand forecasting models in the B2B context. 

The relationship between past data and sales forecasting can be complex, and different studies may 

present varying perspectives on the most appropriate approach. Pavlyshenko (Pavlyshenko, 2019) 

argues that sales prediction is a regression problem rather than strictly a time series problem, 

suggesting that regression-based models may be more suitable for sales forecasting. The research 

draws upon a dataset from the "Rossmann Store Sales" Kaggle competition, comprising a 

substantial volume of sales data from Rossmann stores. The dataset, featuring numerous data 
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points, serves as the foundation for examining the application of machine learning models in sales 

forecasting. The investigation begins with descriptive analytics and data visualization, uncovering 

valuable insights into sales distributions, correlations, and influential factors. Notably, the research 

introduces the concept of reframing sales prediction as a regression problem, highlighting the 

potential advantages of regression-based machine learning models over traditional time series 

approaches. A key contribution lies in the exploration of machine-learning generalization, 

demonstrating its capacity to improve prediction accuracy, even when historical data is limited, 

such as during the launch of new products or stores. Furthermore, the study explores stacking 

techniques, a method of combining predictions from multiple models to enhance forecasting 

precision. However, certain research gaps emerge within these findings. The reliance on a single 

Kaggle dataset raises questions about the generalizability of the approaches to other industries and 

datasets. Future research should seek to validate these methods across diverse contexts. 

Additionally, the study's focus on accuracy as the primary evaluation metric may not fully capture 

the complexities of real-world sales forecasting scenarios, warranting the exploration of industry-

specific evaluation metrics to ensure practical relevance.  

In 2020, Rezazadeh (Rezazadeh, 2020) utilized two promising supervised classification algorithms, 

XGBoost and LightGBM, for predicting B2B sales. The voting ensemble method was employed 

to make predictions on an unseen dataset, specifically to predict the likelihood of winning sales 

opportunities. The study utilized a dataset consisting of 25,578 closed sales opportunity records 

from January 2015 to August 2019. A total of 20 features were used, including sales project 

attributes (Opportunity Type, General Nature of Work, Detailed Nature of Work, Project Location, 

Project Duration, Total Contract Value, Status), customer information attributes (Account, 

Account Location, Key Account Energy, Key Account Finance, Key Account Healthcare), and 

resource allocation attributes (Business Unit, Engagement Manager, Sales Lead, Probability, Sub-

practice, Practice, Group Practice, Segment, User-entered Probability). The ML model was 

developed on the Azure ML platform, and the data was extracted from the CRM cloud database. 

In this study, the ML workflow accurately classified 87% of the unseen sales data, outperforming 

user-entered predictions which had an accuracy of only 67%. However, a notable drawback of the 

research was the presence of imbalanced data, with more lost sales instances than won sales 

instances. To address this issue, the study suggested using under-sampling techniques in 

conjunction with an ensemble model. The findings of above studies highlight the effectiveness of 
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machine learning algorithms in B2B sales forecasting. Gaussian Naïve Bayes demonstrated the 

highest accuracy for demand forecasting, while the ensemble model incorporating XGBoost and 

LightGBM achieved significant accuracy in predicting sales opportunities. Future research could 

focus on refining these models further and addressing challenges related to imbalanced data to 

improve the accuracy and reliability of B2B sales forecasts. 

In a study conducted by Wisesa et al. (Wisesa, et al., 2020), the focus was on B2B 

telecommunication sales, and four machine learning algorithms were analyzed: Decision Tree 

(DT), Generalized Linear Model (GLM), Random Forest (RF), and Gradient Boost Tree (GBT). 

The research utilized sales data from the period of 2016-2018, and regression metrics were 

employed to evaluate the models' performance. The features considered in this study included 

Category, City, Type of items and its opportunity-ID, Quarter, Product Name, Sub Service Product, 

Service Product (MIDI or Non-MIDI), and Sales Revenue. To assess the model's performance, 

metrics such as Mean Absolute Percentage Error (MAPE), Mean Squared Error (MSE), Root Mean 

Squared Error (RMSE), and Performance Metrics were utilized. Based on the results of MSE and 

MAPE, it was concluded that the Generalized Linear Model (GLM) exhibited the smallest error 

values and outperformed the other algorithms. Additionally, the study suggested the use of 

ADAboost to enhance the performance of the Gradient Boost Tree (GBT) model. Overall, the 

research by Wisesa et al. (Wisesa, et al., 2020) demonstrated the effectiveness of machine learning 

algorithms, particularly GLM, in predicting B2B telecommunication sales. The suggestion to 

utilize ADAboost to improve GBT performance provides insights into potential approaches for 

enhancing the accuracy of sales forecasting in this domain. 

Moreover, in the year 2021, Raizada & Jatinderkumar (Raizada & Jatinderkumar, 2021) explores 

the application of data mining and machine learning techniques in predicting sales for retail 

businesses, with a focus on Walmart stores. Sales forecasting is a critical task for the success of 

retail organizations, and this study aims to compare various supervised machine learning 

algorithms to build accurate prediction models. The paper discusses the use of several machine 

learning algorithms, including Multiple Linear Regression, Random Forest Regression, K-NN 

Algorithm, Support Vector Machine (SVM), and Extra Tree Regression. These algorithms are 

applied to predict the sales of 45 retail outlets of Walmart located in different geographical regions. 

The prediction models take into account various features such as date, weekly sales, holiday flags, 

temperature, fuel prices, Consumer Price Index (CPI), and unemployment rates in the respective 
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states. The key contributions of this paper include helping business owners decide which approach 

to use when predicting sales for their supermarkets. By considering different scenarios and factors, 

this research aids in making informed decisions regarding promotional and marketing strategies 

for products. The paper provides a detailed methodology for data preprocessing, model training, 

and evaluation. It presents the results of applying these machine learning techniques to Walmart 

sales data from three different years (2010, 2011, and 2012) and compares their performance in 

terms of Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error 

(RMSE). The findings indicate that the Extra Tree Regression technique consistently outperforms 

other models, achieving high accuracy in sales prediction across all three years. This suggests that 

ensemble learning methods, such as Extra Tree Regression and Random Forest Regression, are 

effective for sales forecasting in retail. On the other hand, simple linear regression models are less 

accurate for short-term sales predictions. Finally, it emphasizes the importance of considering 

external factors and provides practical guidance for business owners looking to enhance their sales 

prediction capabilities. 

 

2.3. Time-Series Forecasting Models 

 

In the field of sales forecasting, time-series analysis plays a crucial role, and several statistical 

models have been employed in addition to the machine learning algorithms mentioned earlier. 

These models are designed specifically for time-series analysis and sales forecasting, taking into 

account the temporal nature of the data. Some commonly used models in time-series analysis and 

sales forecasting include Auto Regression (AR), Moving Average (MA), Autoregressive Moving 

Average (ARMA), Auto Regressive Integrated Moving Average (ARIMA), Seasonal ARIMA 

(SARIMA), Seasonal Support Vector Regression (SSVR), Seasonal Auto-Regressive Integrated 

Moving Average with eXogenous factors (SARIMAX), Vector Auto Regression (VAR) ,Vector 

Auto Regression Moving-Average (VARMA) ,Vector Auto Regression Moving-Average with 

eXogenous factors (VARMAX) and Holt Winter (HW) (Ensafia, et al., 2022) (Pavlyshenko, 2019) 

(Anil, et al., 2023). 

ARIMA is a widely used model that captures the autocorrelation and moving average components 

in the time series data. SARIMA and SARIMAX are extensions of ARIMA that specifically 

address the seasonal component of the series. These models are utilized when the data exhibits 
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seasonality or when the seasonal component needs to be considered in the forecasting process. 

SSVR is a regression-based model that incorporates the seasonal patterns into the forecasting 

process. Holt Winter (HW) is another popular model that captures both the trend and seasonal 

components in the data. These time-series forecasting models are trained on historical sales data to 

identify trends and seasonality, enabling them to make predictions about future sales. Accurate 

sales forecasting is crucial for strategic decision-making and planning, and as a result, considerable 

efforts have been made in the literature to improve the accuracy of these forecasting models. 

Contrary to the prevalence of ML algorithms in sales forecasting literature, several studies 

(Haselbeck, et al., 2022) (Stephan, 2022) (Makridakis, et al., 2018) (Makridakis, et al., 2020) have 

indicated that it is not necessarily clear whether these algorithms are inherently superior to 

classification models. The effectiveness of forecasting models depends on the specific application 

and the nature of the data being analyzed. In fact, some studies have found that classical models 

can outperform more complex ML approaches, such as Artificial Neural Networks (ANN) 

(Haselbeck, et al., 2022) (Stephan, 2022) (Makridakis, et al., 2018) (Makridakis, et al., 2020). The 

suitability and performance of forecasting models are highly context-dependent. While ML 

algorithms have gained popularity for their ability to handle complex and high-dimensional data, 

they may not always be the best choice for every forecasting task. Classical models, such as 

ARIMA or Holt-Winters, have been well-established and have a strong theoretical foundation. In 

some cases, these classical models have been found to provide more accurate forecasts than 

sophisticated ML algorithms like ANN. Therefore, it is essential to carefully consider the specific 

requirements of the forecasting problem, the characteristics of the data, and the limitations of 

different modeling approaches when selecting the appropriate forecasting model. Ultimately, the 

choice between classical models and ML algorithms should be based on empirical evidence and an 

understanding of the specific forecasting task at hand. 

The study conducted by Haselbeck et al. (Haselbeck, et al., 2022) aimed to determine the best 

prediction model by combining both classical and ML models for horticultural plant sales. 

Although the research focused on horticultural sales, the presence of seasonality in the data makes 

it relevant for understanding sales forecasting in the apparel industry, which also experiences 

seasonal trends. The study considered three classical models: Exponential Smoothing (ES), 

Seasonal ARIMA (SARIMA), and Seasonal ARIMA with exogenous factors (SARIMAX). In 

addition, several ML models were utilized, including Lasso Regression, Ridge Regression, Elastic 
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Net Regression, Artificial Neural Network (ANN), Long Short-Term Memory Network (LSTM), 

Extreme Gradient Boosting (XGBoost), Bayesian Ridge Regression, Automatic Relevance 

Determination, and Gaussian Process Regression (GPR). The findings of the research indicated 

that SARIMAX achieved results close to the best ones among the classical models. GPR and LSTM 

also delivered competitive results, but XGBoost outperformed the other models. These results 

suggest that XGBoost, which is a popular ML algorithm known for its ensemble learning and 

gradient boosting capabilities, was the most effective model for predicting horticultural plant sales 

in the study. While the research focused on horticultural plant sales, the findings imply that 

XGBoost could potentially be a suitable model for sales forecasting in the apparel industry as well, 

given the similar presence of seasonality in the data. However, it is important to note that the 

performance of the models may vary depending on the specific characteristics of the apparel 

industry data. Therefore, further research and experimentation would be necessary to validate the 

effectiveness of XGBoost or other models for sales forecasting in the apparel industry. 

Amrutkar and Mahadik (Amrutkar & Mahadik, 2022) also express dissatisfaction with the 

predictions obtained from traditional time series methods. On the other hand, based on previous 

research outcomes, machine learning algorithms have been shown to provide better results 

compared to traditional time series methods (Pavlyshenko, 2019) (Amrutkar & Mahadik, 2022). 

These algorithms offer the advantage of being able to identify complex patterns in sales dynamics, 

allowing for more accurate predictions (Pavlyshenko, 2019) (Amrutkar & Mahadik, 2022). By 

leveraging supervised machine learning methods, it becomes possible to capture and analyze 

intricate relationships between various factors that influence sales, leading to improved forecasting 

accuracy. Further, Pavlyshenko (Pavlyshenko, 2019)  identified several limitations in using time 

series approaches for sales forecasting. Firstly, these methods typically require long historical data 

to capture seasonality, which may be lacking when launching new products. In such cases, 

leveraging sales data from similar products with similar sales patterns becomes essential. Secondly, 

sales data often contain outliers and missing values, necessitating data cleaning and interpolation 

before applying time series techniques. Lastly, the complexity of sales forecasting is compounded 

by the need to consider numerous exogenous factors that influence sales. These challenges 

underscore the importance of alternative approaches, such as machine learning-based regression 

models, which can address these limitations more effectively. 
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The studies mentioned earlier have provided insights into different approaches and models used in 

sales forecasting, but they may not directly apply to the specific context of the apparel industry. 

Given the nature of the apparel industry, with its short product life cycles, uncertain market 

demand, and seasonal trends, it is crucial to conduct research specifically focused on this domain. 

The existing studies have explored various algorithms and models in different industries, but their 

findings may not directly translate to the apparel industry. 

 

2.4. Research Gap 

 

One of the primary gaps in the literature is the scarcity of research specifically focused on B2B 

trend analysis and sales forecasting in the apparel industry. While there have been studies exploring 

machine learning and time-series forecasting models in other domains, such as horticultural sales 

and telecommunication, these findings may not directly apply to the unique challenges faced by 

the apparel industry, such as short product life cycles, limited historical data availability, high 

market demand uncertainty, and seasonal trends. Although some studies have indicated the 

potential of machine learning models in B2B sales forecasting, there is still a lack of comprehensive 

research that thoroughly explores the effectiveness and reliability of various machine learning 

techniques in the context of the apparel industry. Moreover, the existing literature does not 

extensively cover the combination of classical time-series forecasting models with machine 

learning algorithms to leverage the strengths of both approaches. Several studies have highlighted 

the importance of data quality in achieving accurate sales forecasts. However, some of the research 

mentioned in the literature review acknowledged issues related to poor data quality, imbalanced 

data, and artificially created instances, which may affect the reliability and generalizability of the 

forecasting models. 

 To address the gaps identified in the literature and achieve the objectives of improving B2B 

sales forecasting accuracy in the apparel industry, the following methodologies can be 

proposed:  

 

 Conduct an extensive data collection effort to gather historical B2B sales data from the 

apparel industry. The data should include information on product attributes, customer 

profiles, sales cycles, seasonal patterns, and market demand fluctuations. Preprocess the 
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data to handle missing values, outliers, and imbalances. Utilize advanced techniques for 

feature engineering to capture relevant insights from the data.  

 Develop a hybrid approach that combines the strengths of classical time-series forecasting 

models (e.g., ARIMA, SARIMA, Holt-Winters) with machine learning algorithms (e.g., 

XGBoost, Random Forest). This hybrid approach can be designed to handle the temporal 

nature of the data while leveraging the ability of machine learning models to capture 

complex patterns and interactions among variables. Implement ensemble modeling 

techniques to further improve the forecasting accuracy.  

 

 Ensemble methods, such as stacking or blending, can combine the predictions from multiple 

forecasting models to create a more robust and accurate final forecast.  

Utilize appropriate evaluation metrics, such as Mean Absolute Percentage Error (MAPE), Mean 

Squared Error (MSE), and Root Mean Squared Error (RMSE), to assess the performance of the 

forecasting models. Validate the models using out-of-sample data and conduct sensitivity analysis 

to ensure their reliability. 
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CHAPTER 3 

METHODOLOGY 
 

 

3.1. Systematic Approach 

 

In this study, a systematic approach is employed, which consists of six distinct steps. (i) Data 

understanding and data gathering, (ii) Data pre-processing , (iii) Feature engineering and selection 

, (iv) Model selection , (v) Model validation and (vi) Visualization.  

The subsequent sections will provide a comprehensive explanation of each phase of these 

approaches and how they have been implemented within the study. 

 

(i) Data Understanding and Data Gathering 

 

With the explicit consent from all relevant stakeholders, the sales data has been obtained from Expo 

Group of Industries (PVT) LTD. This acquisition has been carried out in strict adherence to ethical 

and legal requirements. The dataset encompasses a total of 76,486 records, spanning from January 

2018 to March 2023. The dataset utilized in this research draws information from three distinct 

tables: Invoice Master, Invoice Items, and Evaluation. These tables are interconnected through 

primary keys, allowing for a comprehensive analysis. 

 InvoiceMaster : provides a high-level overview of each invoice. 

 InvoiceItems : offers detailed information about item descriptions associated with 

individual invoice numbers. 

 Evaluation : table contains intricate product details. 

Through careful consideration of all three tables, 7 attributes (as listed in Table 1) have been 

selected due to their anticipated substantial impact on predictive modeling efforts. 
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Table 1: Data source, No of Records and Attributes 

Data No of Data Records Attributes 

InvoiceMaster 76,486 InvoiceID 

InvoiceDate 

BuyersName 

InvoiceAmount 

ExchangeRate 

InvoiceItems 76,486 InvoiceID 

Qty 

UnitPrice 

ProductID 

Evaluation 8790 ProductID 

Description 

 

 

(ii) Data Preprocessing 

 

Data preprocessing is a crucial step in empirical research that ensures the quality and suitability of 

the data for analysis and it takes up to 90% of the project time. Below are the key considerations 

and steps involved in data preprocessing. 

 Data type investigation: The purpose of this step is to understand the data types of the 

variables in the dataset (e.g., numerical, categorical, text) and handle them appropriately. 

Different data types may require different preprocessing techniques, such as scaling 

numerical variables, encoding categorical variables, and handling text data through text 

preprocessing methods like tokenization or stemming. As per the figure 1, the dataset 

contains 3 data types: int64, datetime64[ns], and float64. 

 

 

 

 

 

 

 

 

Figure 1: Data types in the dataset 
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 Data cleaning: It includes cleaning dataset by addressing any errors, inconsistencies, or 

missing values. This involves removing duplicate entries, correcting errors, imputing 

missing data, and excluding outliers. Identifying and removing duplicate records from the 

dataset helps ensure that each data point is unique and reduces the potential for biases 

caused by duplicate information. Data cleaning enhances the overall quality of the dataset 

and improves its reliability for subsequent analysis. Further, many real-world datasets 

contain missing values for various reasons. They are often encoded as NaNs, blanks or any 

other placeholders.  

The below mentioned "Missing Data Summary" report (Table 2) presents information about 

missing values within the dataset. As evident from the summary, the "Description" column 

contains a notable number of missing values, specifically 52, while the "ExchangeRate" 

and “ProductID” columns exhibits 14 and 13 missing values respectively. In terms of 

missing values as a percentage of the total data, the "Description" column accounts for 

approximately 0.067% of missing values, whereas the "ExchangeRate" and  “ProductID” 

columns have 0.018% and 0.016% missing values respectively. 

            

Table 2: Define Missing Values 

  Missing Values   Missing Percentage 

Description 52 0.067986 

ExchangeRate 14 0.018304 

ProductID 13 0.016997 

InvoiceDate 0 0 

BuyerName 0 0 

UnitPrice 0 0 

Qty 0 0 

InvoiceAmount (USD) 0 0 
 

 

Training a model with a dataset that has missing values is crucial as it can significantly 

affect the quality of the machine learning model. One way to handle this problem is to get 

rid of the observations that have missing data. However, it will risk losing data points with 

valuable information. A better strategy would be to impute the missing values and there are 
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different imputation methods that can be applied to address this issue. However, handling 

missing data is vital because there are different types of missing data patterns: 

 

 Missing Completely at Random (MCAR): Data is missing entirely randomly, and there 

is no relationship between the missingness of data and any observed or unobserved 

variables. 

 Missing at Random (MAR): Data is missing based on some observed variables but not 

others. There is a relationship between the missingness and other measured data. 

 Not Missing at Random (NMAR): Data is missing in a way that is related to unobserved 

or unmeasured variables. This can be the most challenging type of missing data to handle. 

While addressing missing values in the dataset, the following particular concerns have been taken 

into consideration: 

 

 Missing Product Descriptions and ProductID: It was observed that the Evaluation table 

had missing product descriptions and Product ID (Table 2). In response, the study employed 

Mode Imputation as the chosen method for addressing this issue. The rationale behind 

opting for mode imputation lies in the assumption that the absence of product descriptions 

is somewhat correlated with other observable variables in the dataset, aligning with the 

"MAR" (Missing at Random) category. This imputation technique enables to preserve 

valuable data points and uphold the integrity of the dataset while mitigating the impact of 

missing values. 

Below are some key points regarding this approach: 

1. In a sales dataset, the "Description" and “ProductID” columns typically contains 

text data describing the products and Product Code. These data can be diverse and 

challenging to impute accurately based on numerical or other columns. 

 

2. The mode (most frequent) value in the "Description" and “ProductID” column can 

be a reasonable imputation strategy because it assumes that the most common 

product description is likely to be a good representation of the missing values. 
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3. This method is simple, computationally efficient, and can work well when certain 

products are sold more frequently than others. 

 

 Missing Exchange Rates: As observed 0.018% data (14 records) related to exchange rate 

is missing in the dataset (Table 2) and given the specific nature of this data, forward fill 

imputation (also known as previous value imputation) has been employed to address these 

missing entries. Forward fill imputation is a suitable method for scenarios involving time 

series data, where data points are recorded at regular time intervals (e.g., daily, monthly). 

The rationale behind this choice is grounded in the reasonable assumption that exchange 

rates tend to change gradually over time. Therefore, the most recent known exchange rate 

is a plausible approximation for the missing value in the immediate future. This imputation 

strategy leverages the temporal order of data points and ensures that the imputed values 

maintain a logical and coherent progression, aligning with the dynamics of exchange rate 

fluctuations. 

 

 Missing Complete Records: It is observed that there are 100 missing dates, which accounts 

for approximately 5.22% of the total data are missing in the dataset. A "missing date" 

signifies that the entire row of data is absent, meaning that the entire entry is incomplete. 

Hence, new date rows have been generated and UnitPrice and Qty, have been generated 

using mean imputation method. That means imputing missing values by taking the average 

of the nearest non-missing values. ExchangeRate is generated using Forward Fill 

imputation. InvoiceAmount (USD) is calculated using UnitPrice * Qty formula. To impute 

ProductId and Description, mode imputation is used. With that, the data set is containing 

total of 76,586 records. 

 

Table 3: Missing complete rows 

  Missing Values   Missing Percentage 

Description 100 0.130572 

ExchangeRate 100 0.130572 

ProductID 100 0.130572 
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InvoiceDate 100 0.130572 

BuyerName 100 0.130572 

UnitPrice 100 0.130572 

Qty 100 0.130572 

InvoiceAmount (USD) 100 0.130572 

 

 Remove Outliers: Outliers in a dataset can arise from various sources, such as data entry 

errors, measurement inaccuracies, or rare and extreme events. These atypical data points 

don't represent the typical behavior of the dataset and have the potential to introduce bias 

and inaccuracies in statistical analyses and machine learning models. If left unaddressed, 

outliers can lead to skewed results, incorrect conclusions, and adversely affect predictive 

model performance. Many machine learning algorithms are sensitive to outliers, as they can 

disproportionately influence model training and predictions. Removing outliers is crucial 

to create robust and accurate models that can generalize well to new data. Additionally, 

outliers can distort data visualizations and plots, making it challenging to discern 

meaningful patterns and trends. 

The Interquartile Range (IQR) is a widely accepted statistical technique employed for 

detecting and eliminating outliers within a dataset. It signifies the spread of the middle 50% 

of the data and is computed as the difference between the 75th percentile (Q3) and the 25th 

percentile (Q1) of the dataset. In this study, the IQR method has been utilized to detect and 

address outliers by establishing a range within which data points are considered normal.  

This approach has been applied in this study to address outlier detection. It has been 

observed that the dataset contains upper-bound outliers amounting to 0.05%. To ensure the 

accuracy of the study's outcomes and machine learning models, a decision was made to 

remove these outliers. Following the removal of outliers, the dataset has been reduced to 

76,464 records. 

 Encoding Categorical Columns using Label Encoding: The dataset contains three 

categorical columns with non-numeric values. To ensure compatibility with machine 

learning models, a label encoding process was applied. This process transforms categorical 

values into numerical representations and it was employed to overcome the challenge that 

machine learning models often encounter when directly working with text data. The 

following categorical columns have undergone encoding: 
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 BuyerName: This column contains buyer names represented using alphabetic characters. 

Since machine learning models typically cannot process text fields directly, a label 

encoding process has been applied. In this process, each unique buyer name has been 

assigned a unique numerical value, allowing the model to work with the data effectively 

 

 Description: In this column, product descriptions contain a mixture of letters, numbers, 

and special characters. Given that machine learning models usually cannot handle text data 

directly, a label encoding process has been utilized. During this process, each description 

has been mapped to a distinct numerical value, enabling the model to process and analyze 

the data efficiently. 

 

 ProductID: This column presented a unique challenge as it contained a mix of both 

numeric and character values. To maintain uniformity in data types and facilitate 

meaningful machine learning analysis, label encoding has been employed. Through this 

process, each distinct value has been assigned a unique numeric representation. 

 

The categorical columns, BuyerName, Description, and ProductID, have been encoded using the 

label encoding method. Below (figure 2) is the representation of the data after this process, marking 

the completion of the data preprocessing phase.  
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Figure 2: Encoded dataset 

 

 

(iii) Feature Engineering and Selecting 

 

Feature engineering is a crucial step, where new features are created or selected from existing ones 

to improve the performance and accuracy of a model. It involves transforming the raw data into a 

format that is more suitable for machine learning algorithms.  

 Feature Creation: Feature creation is a vital aspect which can significantly impact the 

performance of predictive models. In the context of data analysis and machine learning, feature 

creation refers to the process of generating new attributes or variables from the existing ones 

to extract more meaningful and relevant information. This step aims to enhance the dataset's 

capability to capture important patterns, relationships, or insights that may not be readily 

apparent in the original features.  

 

The primary objective of introducing "InvoiceValue (LKR)" to the datatset is to quantify and 

represent the value associated with each invoice in Sri Lankan Rupees (LKR). In B2B sales, 

the total value of an invoice can be a critical factor in understanding sales trends and predicting 
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future sales performance. The "InvoiceValue (LKR)" feature is computed by ExchangeRate * 

InvoiceAmount (USD) (Figure 3). The total invoice value provides context about the scale and 

magnitude of each transaction, which can be valuable when making predictions or identifying 

patterns related to high-value or low-value sales. 

 

 

 

 

 

 

 

 

Figure 3: Creating new column called InvoiveValue(LKR) 

 

 Feature Transformation: Data transformation is the process of altering the original dataset to 

meet specific analytical or modeling requirements. This process enhances the dataset's 

usability, facilitates better insights, and ensures that it conforms to the assumptions of the 

analysis or modeling techniques to be applied. Common transformations include logarithmic 

or exponential transformations, scaling, or normalization. 

In this study, feature transformation was performed on the dataset to facilitate feature selection. 

An issue was encountered during feature selection due to the presence of non-numeric data in 

the datatset. This resulted a "TypeError: float() argument must be a string or a number, not 

'Timestamp'" error. To address this, feature transformation was carried out on the 

"InvoiceDate" column, which originally contained both date and time information prior to 

feature selection process. This transformation involved converting "InvoiceDate" into date, 

day, month, year without time, simplifying the data for analysis and resolving the inconsistency 

in data types. 

After encoding the dataset, it was determined that there are 158 unique BuyerNames, 3765 

unique Description, and 3785 unique ProductIDs present. Additionally, there were multiple 

transactions recorded for the same day. To address this, the decision was made to calculate the 

mean values for the 'Qty,' 'ExchangeRate,' and 'UnitPrice' for each day. Based on these 
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calculated values, the 'InvoiceAmount' was regenerated. Furthermore, in order to obtain 

meaningful results, it was determined that the 'BuyerNames,' 'Descriptions,' and 'ProductID' 

columns should be removed from the dataset. As a result of these data preprocessing steps, the 

dataset now comprises 1916 records. 

 Feature Selection: Performing feature selection for a dataset involves identifying and choosing 

the most relevant and informative attributes (features) while discarding those that may not 

contribute significantly to the analysis or modeling process. Choosing the right features are 

crucial as it can help improve model performance, reduce overfitting, and enhance 

interpretability while reducing computational complexity. This can be done through various 

techniques, such as statistical tests, feature importance ranking, or with the help of domain 

expertise. 

First, the target variable is set to 'InvoiceAmount (USD),' which is the column needs to be 

predicted. A set of features is then selected to serve as independent variables for the machine 

learning model. Following the selection of the target variable, feature selection is carried out 

using the SelectKBest method. This method identifies the top 'k' features with the strongest 

correlation to the target variable. To achieve this, the 'f_regression' scoring function is applied, 

which is appropriate for regression tasks. 

The feature selection process identified the top five features based on their correlation with the 

target variable are as follows. They were chosen to be included in the machine learning model. 

 

Selected Features: Index(['UnitPrice', 'Qty', 'ExchangeRate', 'InvoiceValu

e (LKR)', 'Year'], dtype='object') 
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Figure 4: Correlation heat map for time series variables 

 

 An exploratory analysis was conducted on the dataset, focusing on continuous variables 

such as 'UnitPrice,' 'Qty,' 'ExchangeRate,' 'InvoiceValue (LKR),' and 'Year.' A heat map 

was generated to visually assess the pairwise correlations between these variables. As per 

the Figure 4, heat map, below significant correlations indicate that changes in these pairs 

of variables tend to move together, either positively or negatively, in a meaningful and 

consistent way.  

 

1. UnitPrice and InvoiceAmount (USD) have a strong positive correlation of 

0.782285. This suggests that as the unit price increases, the invoice amount in USD 

also tends to increase significantly. This correlation is significant. 

 

2. Qty and InvoiceAmount (USD) have a moderate positive correlation of 0.486724. 

This indicates that as the quantity increases, the invoice amount in USD also tends 

to increase. While not extremely strong, this correlation is still significant. 

 

3. InvoiceAmount (USD) and InvoiceValue (LKR) have a strong positive correlation 

of 0.826814. This suggests that as the invoice amount in USD increases, the 
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corresponding invoice value in Sri Lankan Rupees (LKR) tends to increase 

significantly. This correlation is significant. 

 

4. UnitPrice and InvoiceValue (LKR) have a strong positive correlation of 0.681052. 

This means that as the unit price increases, the invoice value in LKR tends to 

increase significantly. This correlation is significant. 

 

5. ExchangeRate and InvoiceValue (LKR) have a strong positive correlation of 

0.734362. As the exchange rate increases, the invoice value in LKR tends to 

increase significantly. This correlation is significant. 

 

 

(iv) Model Selection 

 

(a) Time-Series Model Selection 

 

Time-Series Model selection is a pivotal stage within time series analysis, where the selection of 

the most suitable forecasting model holds the potential to greatly influence prediction accuracy. 

This process entails a comprehensive evaluation of the dataset, and informed by the insights from 

the literature review, we explore five distinct models, each offering its specific advantages and 

considerations. Through this exploration, the study aim to identify the optimal approach for 

achieving precise and reliable sales trend forecasts. 

 

 ARIMA (AutoRegressive Integrated Moving Average): 

 

ARIMA, which stands for AutoRegressive Integrated Moving Average, functions as a resilient and 

robust time series forecasting model that seamlessly blends autoregressive (AR) and moving 

average (MA) components with differencing techniques to render time series data stationary. This 

methodology finds particular applicability in sales data analysis due to its adeptness at addressing 

both short-term and long-term dependencies within the data. It excels in capturing intricate 

patterns, including seasonality and trends, thereby emerging as a valuable asset for sales 

forecasting. ARIMA stands out as a formidable tool in the realm of time series forecasting due to 
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its ability to comprehensively capture diverse facets of the data. It skillfully discerns trends, 

whether they exhibit linear or nonlinear characteristics, making it especially well-suited for 

modeling extended-term dependencies. Furthermore, ARIMA accommodates data exhibiting 

seasonal patterns by integrating seasonal differencing, often represented as 'S' in the context of 

SARIMA, an extension of ARIMA tailored for seasonal data. The MA component within ARIMA 

proves instrumental in modeling short-term dependencies and mitigating the influence of noise 

inherent in the data. 

 

 AutoRegressive (AR) Component: This component captures the relationship between the 

current value in the time series and its past values. It assumes that the current value can be 

predicted based on a linear combination of its previous values. The "p" parameter in 

ARIMA, denoted as AR(p), specifies the number of lagged observations included in the 

model. 

 

 Integrated (I) Component: This component focuses on differencing the time series data 

to make it stationary. Stationarity is essential because many time series models, including 

ARIMA, assume that the data are stationary, meaning that statistical properties like mean 

and variance do not change over time. The "d" parameter in ARIMA, denoted as I(d), 

represents the number of differencing operations required to achieve stationarity. If the data 

are already stationary, d=0. 

 

 Moving Average (MA) Component: The MA component models the relationship between 

the current value and past white noise (random) errors in the time series. It helps account 

for any short-term fluctuations or noise in the data. The "q" parameter in ARIMA, denoted 

as MA(q), specifies the number of lagged forecast errors included in the model. 

 

 SARIMA (Seasonal ARIMA): 

Seasonal ARIMA, abbreviated as SARIMA, represents extended version of the ARIMA 

framework, specifically designed to address the presence of seasonality in time series data. 

SARIMA exhibits exceptional efficacy in the context of sales data analysis, especially when 
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dealing with conspicuous seasonal patterns. The key distinguishing feature of SARIMA lies in its 

capacity to incorporate seasonal components. These components empower SARIMA to 

comprehend and effectively model recurring patterns within the data. By doing so, SARIMA can 

discern and forecast short-term and long-term fluctuations in sales data, thus enhancing its 

resilience and accuracy in capturing the intricacies of retail sales dynamics. 

 Seasonal Component (S): Unlike standard ARIMA, SARIMA includes a seasonal 

component, denoted as "S," which represents the seasonal part of the time series. This 

component captures the repeating patterns that occur at regular intervals, such as daily, 

weekly, monthly, or yearly seasonality. It helps account for the impact of these seasonal 

patterns on the data 

 

 SARIMAX (Seasonal ARIMA with Exogenous Variables): 

SARIMAX, which stands for Seasonal Autoregressive Integrated Moving Average with 

Exogenous Variables, is a powerful time series forecasting model that builds upon the SARIMA 

framework by incorporating exogenous variables.  

 Exogenous Variables: The key feature of SARIMAX is the inclusion of exogenous 

variables. Exogenous variables are external factors or predictors that are not part of the time 

series itself but can have a significant impact on the observed data. In this research 

exogenous variable is economic indicator exchange rate. This external factor is believed to 

have a causal relationship with the time series of interest. 

 

(b) Machine Learning Model Selection 

 

With the capacity to analyze large volumes of sales data, machine learning models can identify 

intricate patterns, predict future trends, and recommend data-driven strategies. Whether it's 

predicting customer demand, optimizing pricing strategies, or improving inventory management, 

machine learning models play a pivotal role in maximizing sales and revenue.  

Though there are two types of machine learning models, in this study, we have chosen regression 

machine learning models over classification models. The reason to choose regression machine 
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learning model is the target variable in this study is 'InvoiceAmount (USD),' which is a continuous 

variable. Classical models, often referred to as classical statistical methods, are typically designed 

for categorical or discrete variables. They may not be well-suited for modeling and predicting 

continuous numeric values like 'InvoiceAmount (USD).' Regression models, on the other hand, are 

specifically designed for this purpose, making them a more appropriate choice.  

Based on the literature review, below are the models chosen to conduct the analysis. 

 

 Random Forest Regression: 

Random Forest Regression is a versatile and powerful ensemble learning technique that addresses 

a wide range of regression problems. By combining predictions from multiple decision trees, it 

effectively mitigates the risk of overfitting, resulting in a more robust and accurate regression 

model. Its adaptability to diverse data types and complexities makes it suitable for both simple and 

complex regression tasks. Random Forest Regression excels in capturing intricate nonlinear 

relationships between predictors and the target variable, a vital capability for real-world data with 

complex patterns. It exhibits resilience to outliers and missing data, ensuring dependable 

predictions even with noisy or incomplete datasets. The method also provides a feature importance 

ranking, aiding feature selection and uncovering influential factors for the target variable. Known 

for its ability to generalize effectively, Random Forests maintain consistent performance on unseen 

data, reducing the likelihood of overfitting. Furthermore, fine-tuning hyperparameters can further 

enhance its performance, solidifying its position as a versatile and influential tool in regression 

analysis. 

 

 Gradient Boosting (e.g., XGBoost, LightGBM) Regression: 

Gradient Boosting, including popular implementations like XGBoost and LightGBM, is a powerful 

regression technique known for its exceptional predictive accuracy. Unlike traditional decision 

trees, Gradient Boosting builds an ensemble of decision trees sequentially, each one correcting the 

errors of the previous tree. This sequential learning process allows Gradient Boosting models to 

capture intricate relationships within the data, making them particularly effective for regression 

tasks involving complex, high-dimensional datasets. One of the key advantages of Gradient 
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Boosting regression is its ability to handle various data types, including numerical and categorical 

variables, without the need for extensive data preprocessing. This versatility simplifies the 

modeling process and can save valuable time. Additionally, Gradient Boosting models are robust 

to outliers and can effectively handle missing data, making them suitable for real-world datasets 

that may contain noise or incomplete information. They also provide insights into feature 

importance, helping analysts identify which variables have the most significant impact on the 

regression predictions. 

 

 Long Short-Term Memory Model: 

Long Short-Term Memory (LSTM) is a remarkable recurrent neural network (RNN) architecture 

designed to overcome the limitations faced by traditional RNNs in handling sequential data. Unlike 

standard neural networks, LSTM integrates feedback connections, making it adept at processing 

entire sequences of data rather than individual data points. This property enables LSTM to excel in 

capturing long-term dependencies and patterns in sequential data, such as time series, text, and 

speech. One of LSTM's fundamental innovations is the introduction of a memory cell, a specialized 

container capable of retaining information over extended periods. This memory cell is governed 

by three gates—the input gate, forget gate, and output gate—each serving a distinct purpose in 

determining what information to add, remove, or output from the cell. This selective information 

flow allows LSTM networks to effectively learn and model long-term dependencies, making them 

invaluable tools for tasks like language translation, speech recognition, and time series forecasting. 

LSTM's capacity to work with sequential data has driven breakthroughs in artificial intelligence 

and deep learning across various domains. 

 

(v) Model Validation 

 

The primary goal of this research is to define a dependable model for forecasting future sales, 

ensuring precision and reliability in predictions. In the context of machine learning and time series 

data analysis, particularly with regression techniques, the main objective is to achieve precise 

predictions of continuous values. To assess the performance of chosen regression models, 

following evaluation methods have been employed. Further, apart from the below-mentioned 
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statistical measurements, the real-world evaluation will be done by the industry experts and the top 

management of the stakeholders at Expo Group of Industries PVT (LTD.). 

 

 Mean Absolute Error (MAE) - MAE is a metric used to assess the accuracy of predictions 

or forecasts by measuring the average absolute difference between predicted values and 

actual observed values. It provides a straightforward measure of how reliable the forecasts 

are, with lower MAE values indicating better predictive accuracy. 

 

 Mean Absolute Percentage Error (MAPE) – MAPE is an indicator of forecasting 

accuracy expressed as a percentage. It quantifies the average absolute percentage difference 

between predicted and actual values. MAPE is particularly useful when you want to 

evaluate the forecast's performance in terms of the magnitude of errors relative to the actual 

values.  

 

 Mean Squared Error (MSE) - MSE is a metric that calculates the average of the squared 

differences between predicted values and actual values. It provides a way to penalize larger 

errors more heavily than smaller ones. Like MAE, lower MSE values suggest better 

predictive accuracy, but it gives greater weight to outliers. 

 

 Root Mean Square Error (RMSE) - RMSE is a variant of MSE that is often used because 

it provides a measure of error in the same units as the original data. It's the square root of 

the MSE and gives an idea of the typical size of errors made by the forecasting model. 

RMSE is valuable for comparing the accuracy of different models or assessing the overall 

fit of a model to the data.  

 

 

3.2. High-level Architecture Diagram 

 

The following high-level architecture diagram visually represent the overall framework of the 

study, highlighting the processes involved, outlining the different stages involved, from data 

collection and analysis to interpretation and conclusion. 
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Figure 5: High-level Architecture Diagram 
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CHAPTER 4 

RESULTS AND EVALUATION 
 

 

The evaluation section adopts a comprehensive approach by considering three distinct time series 

models and applying three diverse machine learning models to effectively forecast sales within the 

apparel industry. This intricate evaluation process encompasses several essential components. 

Firstly, it involves the meticulous preprocessing of time series data, addressing issues such as 

missing values, outliers, and scaling to ensure that the datasets are in optimal condition for 

modeling. Subsequently, the evaluation proceeds with the individual training and testing of each 

of the five machine learning models using the dataset. This process incorporates the utilization of 

rigorous cross-validation techniques aimed at minimizing bias and ensuring the robustness of the 

findings. To access the performance of each model, a range of evaluation metrics is employed to 

identify the model that consistently outperforms the others when applied to the sales dataset. While 

performing data preprocessing step, it was determined that the dataset contained upper-bound 

outliers amounting to 0.97%. To ensure the accuracy of the outcomes and machine learning models, 

it was decided to remove these outliers. Following their removal, the dataset now consists of 76,464 

records. Further, multiple transactions were recorded for the same day and to streamline the dataset 

for meaningful analysis, averages were then used to regenerate 'InvoiceAmount' resulting in 1916 

records. 

 

4.1.  Time Series Model Evaluation 

 

4.1.1. ARIMA (AutoRegressive Integrated Moving Average) Results 

 

The crucial consideration in the ARIMA model is the assumption of data stationarity. When dealing 

with non-stationary data, the model's ability to accurately capture underlying patterns becomes 

compromised, resulting in inaccurate outcomes and insights. Hence, it is essential to confirm the 

model's appropriateness before commencing the analysis. This confirmation can be accomplished 

through two approaches: utilizing Rolling Statistics and performing the Augmented Dickey-Fuller 

Test. 
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i. Rolling Statistics and Augmented Dickey-Fuller (ADF) Test  

 

In time series analysis, the combination of Rolling Statistics and the Augmented Dickey-Fuller 

(ADF) Test serves as a powerful tool to assess and characterize the stationarity of a time series 

dataset. 

Rolling statistics involve the calculation of key statistical measures, such as the mean and standard 

deviation, over a moving window of data points within the time series. This technique helps 

visualize how these statistics change over time and reveals trends or patterns that might not be 

apparent when looking at the entire data set. Notably, alterations in the rolling mean or standard 

deviation - whether ascending or descending - can serve as indicators of evolving data 

characteristics. Stationarity often aligns with a relatively consistent and unchanging rolling mean 

and standard deviation.  

On the other hand, Augmented Dickey-Fuller (ADF) Test, is a formal statistical method used to 

determine whether the time series is stationary or not. Moreover, more negative ADF Statistic 

indicates stronger evidence against a unit root and supports stationarity and small p-value (typically 

below a significance level 0.05) suggests that the data is stationary. The reason being is that we 

need differencing only if the series is non-stationary. 

When analyzing the chart illustrating the rolling mean and standard deviation, it helps detect 

periods of stability or stationarity within the data. As illustrated in the visualization below (Figure 

6), it is clear that both the rolling mean and rolling standard deviation display a consistent pattern 

over time. Consequently, the analysis indicates that the time series data is non-stationarity.  
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Figure 6: Rolling Mean and Standard Deviation test result 

 

 

Table 4: ADF test results 

 

As per the Table 4, ADF statistic registers at -2.0039, which exceeds the critical values at both the 

5% significance level (-2.8616) and the 1% significance level (-3.4305) respectively. This provides 

strong evidence of non-stationarity. Furthermore, the calculated p-value of 0.2848 is greater than 

the common significance level of 0.05, further supporting the conclusion of a non-stationary data 

series. It is highly suggestive that the null hypothesis cannot be rejected. Therefore, the above 

statistical evidence firmly supports that time series is deemed non-stationary.  

 

ii. Differencing data for non-stationary 

 

Based on the observations mentioned earlier (Table 4), it is evident that the provided data exhibits 

non-stationary characteristics. Therefore, differencing is required, to make it stationary and to 

ADF Statistic p-value 1% Critical Value 5% Critical Value 10% Critical Value 

-2.0039 0.2848 -3.4304 -2.8615 -2.5667 
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effectively utilize it for ARIMA and SARIMA analysis. Achieving stationarity is imperative for 

obtaining accurate estimates from the models. A widely employed technique to facilitate this 

transformation is differencing.   

Differencing involves the subtraction of the current value in a time series from either its previous 

value or a lagged value. For instance, in the context of a monthly sales time series, differencing is 

achieved by subtracting the sales of the prior month from the current month's sales. This operation 

yields a new time series representing the month-to-month change in sales. The process can be 

iterated to obtain higher-order differences, such as the change in the change in sales, and so forth. 

The primary objective is to eliminate any trend or seasonality that renders the original time series 

non-stationary. 

 

Figure 7: Before and after Differencing 

 

As shown in the Figure 7, Differencing stabilized the mean of the dataset by removing changes in 

the level of a time series, and therefore eliminating (or reducing) trend and seasonality.  

After differencing, the next step involves testing the stationarity or non-stationarity of the data. 

This evaluation aims to determine whether further differencing is required or if the data has already 

achieved the desired stationary state. To assess stationarity, ADF testing is repeated to reevaluate 

the stationarity or non-stationarity of the differenced time series data. 
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Table 5: ADF test results after First Differencing 

 

After the first differencing, as indicated in the Table 5, ADF statistic registers at -11.1293, which 

is notably smaller than the critical values at both the 5% significance level (-2.8616) and the 1% 

significance level (-3.4305) respectively. This provides robust evidence of stationarity. Moreover, 

the calculated p-value of 3.3127e-20 is significantly smaller than the typical significance level of 

0.05, further reinforcing the assertion of a stationary data series. The evidence is compelling 

enough to confidently reject the null hypothesis. Therefore, it can be concluded that, following the 

first differencing, the time series data has achieved stationarity. The value of differencing (d) can 

be confirmed as d=1. 

The ARIMA parameters (p, d, q), which represents Auto Regressive (AR), differencing and 

Moving Average (MA) components respectively, have been derived from the patterns observed in 

the Autocorrelation Function (ACF) and the Partial Autocorrelation Function (PACF). These 

functions aid in the estimation of the parameters essential for making forecasts using the ARIMA 

model.  

 

 

 

 

 

 

 

 

 

 

Figure 8: ACF and PACF plots after first differencing 

ADF Statistic p-value 1% Critical Value 5% Critical Value 10% Critical Value 

-11.1293 3.3127e-20 -3.4304 -2.8615 -2.5667 
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Based on the ACF and PACF plots (Figure 8), after first differencing, p, q, d values are as follows. 

p = 2, d = 1 and q= 1  

Since the data is non-stationary, it is consider adjusting the auto-ARIMA hyperparameters to 

address this issue. It is an automatic module that helps to define the max p, max q, and d values 

and find the optimal value using the error matrix called “AIC (Akaike Information Criteria)” which 

quantifies the goodness of fit of the model (Figure 9). In this study the dataset used is non-

stationary, but differencing is included in the modeling process (by specifying d=1 and max_d=1), 

and making stationary=True allowing the model to handle the differencing as part of the modeling 

process. 

Therefore, a modified configuration for appropriate differencing parameters are as follows:  

model = auto_arima(train_data, 

                   start_p=1, start_q=1, 

                   test='ocsb', 

                   max_p=5, max_q=5, max_d=1, # Include differencing order (d) 

                   m=1, 

                   d=1, # Include differencing order (d) 

                   seasonal=True, 

                   stationary=True,  

                   start_P=0, 

                   D=None, 

                   trace=True, 

                   error_action='ignore', 

                   suppress_warnings=True, 

                   stepwise=True) 

 

Performing stepwise search to minimize aic 

 ARIMA(1,0,1)(0,0,0)[0] intercept   : AIC=23882.824, Time=2.61 sec 

 ARIMA(0,0,0)(0,0,0)[0] intercept   : AIC=26611.713, Time=0.05 sec 

 ARIMA(1,0,0)(0,0,0)[0] intercept   : AIC=24480.510, Time=0.15 sec 

 ARIMA(0,0,1)(0,0,0)[0] intercept   : AIC=25658.262, Time=0.51 sec 

 ARIMA(0,0,0)(0,0,0)[0]             : AIC=29828.816, Time=0.03 sec 

 ARIMA(2,0,1)(0,0,0)[0] intercept   : AIC=23874.530, Time=1.77 sec 

 ARIMA(2,0,0)(0,0,0)[0] intercept   : AIC=24175.060, Time=0.18 sec 
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 ARIMA(3,0,1)(0,0,0)[0] intercept   : AIC=23886.038, Time=2.42 sec 

 ARIMA(2,0,2)(0,0,0)[0] intercept   : AIC=inf, Time=2.26 sec 

 ARIMA(1,0,2)(0,0,0)[0] intercept   : AIC=23877.137, Time=2.02 sec 

 ARIMA(3,0,0)(0,0,0)[0] intercept   : AIC=24051.559, Time=0.34 sec 

 ARIMA(3,0,2)(0,0,0)[0] intercept   : AIC=inf, Time=2.62 sec 

 ARIMA(2,0,1)(0,0,0)[0]             : AIC=23876.231, Time=0.37 sec 

 

Best model:  ARIMA(2,0,1)(0,0,0)[0] intercept 

Total fit time: 15.337 seconds 

  

Figure 9: Hyperparameters based on Akaike Information Criteria 

 

 

The dataset is divided in to 80:20 ratio to find the best model to predict sale data. Since ARIMA 

models are known to perform well with stationary data, the dataset used here has undergone 

differencing to remove trends and seasonal patterns. As depicted in Figure 10, a forecast was 

conducted on the training data to assess the model's accuracy.  

Figure 10: Forecasted Model Using ARIMA 

 

The model is evaluated using MAE, MSE, RMSE and MAPE values where MAE is a fundamental 

metric for measuring predictive accuracy, MSE computes the average of the squared differences 

between predicted and actual values, RMSE is useful for comparing the accuracy of different 

models or assessing a model's overall fit to the data and MAPE expresses forecasting accuracy as 

a percentage. 
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Model parameters are as follows.  

Mean Absolute Error (MAE): 642.77 

Mean Squared Error (MSE): 657349.30 

Root Mean Square Error (RMSE): 810.77 

Mean Absolute Percentage Error (MAPE): 11.92% 

 

The above mentioned MAE, MSE, RMSE, and MAPE values indicate that the ARIMA model's 

predictions aren't highly accurate. The presence of a descending curve in both test data and future 

forecasts generated by an ARIMA model (Figure 10) suggests the model's shortcomings in 

capturing intrinsic data patterns. Such a scenario could arise when the dataset lacks evident 

autocorrelation or seasonality, elements that ARIMA models aim to identify. To enhance forecast 

accuracy in such cases, it might be prudent to explore alternative modeling approaches. 

 

  

4.1.2. SARIMA (Seasonal ARIMA) 

 

SARIMA also uses past values but takes into account any seasonality patterns in the data. Since 

SARIMA brings in seasonality as a parameter, it’s significantly more powerful than ARIMA in 

forecasting complex data spaces which containing cycles. The Autoregressive (AR), Integrated (I), 

and Moving Average (MA) parts of the model remain as that of ARIMA. The addition of 

Seasonality adds robustness to the SARIMA model.  

As SARIMA and SARIMAX are well-suited for handling seasonal data, the initial step involved 

an assessment of the data's seasonality and trend. As depicted in the output below (Figure 11), it is 

evident that the data exhibits seasonality. This observation sheds light on why ARIMA performed 

inadequately in forecasting.  
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Figure 11: Seasonal and Trend decomposition using Loess graph 

 

To maintain the accuracy, hyperparameters have been generated using auto-ARIMA method. It is 

identified (5,1,1)(0,0,0)[12] is the best model to use in SARIMA forecasting (Figure 12). 

 

Performing stepwise search to minimize aic 

 ARIMA(2,1,2)(1,0,1)[12] intercept   : AIC=23857.178, Time=7.76 sec 

 ARIMA(0,1,0)(0,0,0)[12] intercept   : AIC=24566.945, Time=0.06 sec 

 ARIMA(1,1,0)(1,0,0)[12] intercept   : AIC=24192.065, Time=0.72 sec 

 ARIMA(0,1,1)(0,0,1)[12] intercept   : AIC=23861.674, Time=3.15 sec 

 ARIMA(0,1,0)(0,0,0)[12]             : AIC=24564.949, Time=0.05 sec 

 ARIMA(2,1,2)(0,0,1)[12] intercept   : AIC=23854.119, Time=5.38 sec 

 ARIMA(2,1,2)(0,0,0)[12] intercept   : AIC=23857.087, Time=2.49 sec 

 ARIMA(2,1,2)(0,0,2)[12] intercept   : AIC=23856.009, Time=16.92 sec 

 ARIMA(2,1,2)(1,0,0)[12] intercept   : AIC=23854.094, Time=6.03 sec 

 ARIMA(2,1,2)(2,0,0)[12] intercept   : AIC=23856.019, Time=16.08 sec 

 ARIMA(2,1,2)(2,0,1)[12] intercept   : AIC=23856.807, Time=23.03 sec 

 ARIMA(1,1,2)(1,0,0)[12] intercept   : AIC=23860.572, Time=3.47 sec 

 ARIMA(2,1,1)(1,0,0)[12] intercept   : AIC=23852.460, Time=5.00 sec 

 ARIMA(2,1,1)(0,0,0)[12] intercept   : AIC=23851.945, Time=1.52 sec 

 ARIMA(2,1,1)(0,0,1)[12] intercept   : AIC=23852.480, Time=5.29 sec 

 ARIMA(2,1,1)(1,0,1)[12] intercept   : AIC=inf, Time=9.03 sec 

 ARIMA(1,1,1)(0,0,0)[12] intercept   : AIC=23853.469, Time=2.72 sec 
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 ARIMA(2,1,0)(0,0,0)[12] intercept   : AIC=24053.653, Time=0.71 sec 

 ARIMA(3,1,1)(0,0,0)[12] intercept   : AIC=23851.441, Time=2.54 sec 

 ARIMA(3,1,1)(1,0,0)[12] intercept   : AIC=23852.296, Time=7.24 sec 

 ARIMA(3,1,1)(0,0,1)[12] intercept   : AIC=23853.006, Time=7.12 sec 

 ARIMA(3,1,1)(1,0,1)[12] intercept   : AIC=23860.297, Time=7.40 sec 

 ARIMA(3,1,0)(0,0,0)[12] intercept   : AIC=24015.455, Time=0.25 sec 

 ARIMA(4,1,1)(0,0,0)[12] intercept   : AIC=23850.674, Time=3.62 sec 

 ARIMA(4,1,1)(1,0,0)[12] intercept   : AIC=23851.188, Time=8.02 sec 

 ARIMA(4,1,1)(0,0,1)[12] intercept   : AIC=23851.446, Time=9.19 sec 

 ARIMA(4,1,1)(1,0,1)[12] intercept   : AIC=23858.215, Time=9.23 sec 

 ARIMA(4,1,0)(0,0,0)[12] intercept   : AIC=23987.528, Time=0.91 sec 

 ARIMA(5,1,1)(0,0,0)[12] intercept   : AIC=23847.931, Time=5.20 sec 

 ARIMA(5,1,1)(1,0,0)[12] intercept   : AIC=23848.554, Time=10.24 sec 

 ARIMA(5,1,1)(0,0,1)[12] intercept   : AIC=23848.782, Time=9.55 sec 

 ARIMA(5,1,1)(1,0,1)[12] intercept   : AIC=23853.256, Time=15.61 sec 

 ARIMA(5,1,0)(0,0,0)[12] intercept   : AIC=23947.402, Time=2.08 sec 

 ARIMA(5,1,2)(0,0,0)[12] intercept   : AIC=23849.894, Time=17.50 sec 

 ARIMA(4,1,2)(0,0,0)[12] intercept   : AIC=23852.724, Time=6.62 sec 

 ARIMA(5,1,1)(0,0,0)[12]             : AIC=23850.100, Time=2.06 sec 

 

Best model:  ARIMA(5,1,1)(0,0,0)[12] intercept 

Total fit time: 234.659 seconds 

 

 

Figure 12: Hyperparameters based on Akaike Information Criteria 

 

 

 

Figure 13: SARIMA forecasting model 
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The model evaluation parameters are as follows. 

Mean Absolute Error (MAE) for Test Data: 616.78 

Mean Squared Error (MSE) for Test Data: 585796.21 

Root Mean Squared Error (RMSE) for Test Data: 765.37 

Mean Absolute Percentage Error (MAPE) for Test Data: 12.52% 

 

The above MAE, MSE, RMSE, and MAPE values for the test data suggest that the SARIMA 

model's predictions are not very accurate. This aligns with the observation of straight lines in both 

test data forecasting and future forecasting in Figure 13. The straight-line forecasts indicate that 

the model is failing to capture the essential patterns or variations in the data, likely due to the 

absence of significant seasonality or autocorrelation. Since SARIMA models are specifically 

designed to handle seasonality and autocorrelation, their effectiveness is limited when these 

characteristics are not prominent in the data. Hence, In conclusion, exploring machine learning 

approaches like Random Forest or XGBoost, which can model complex patterns without relying 

on specific assumptions about seasonality or autocorrelation will provide an accurate model. 

 

4.1.3. SARIMAX (Seasonal ARIMA with eXogenous factors) 

 

SARIMAX is a generalization of the ARIMA model that considers both seasonality and exogenous 

variables. SARIMAX models are among the most widely used statistical models for forecasting, 

with excellent forecasting performance. In the SARIMAX model notation, the parameters p, d, and 

q represent the autoregressive, differencing, and moving-average components, respectively.  P, D, 

and Q denote the same components for the seasonal part of the model, with m representing the 

number of periods in each season.  

In this study m is considered as 12. p,d,q and P,Q,D values have been generated through auto-arima 

model to maintain the accuracy and as per AIC outputshown in Figure 14, P,Q,D values are 

(5,1,1)(0,0,0)[12].  The exogenous variables considered for the evaluation are ‘UnitPrice', 'Qty' and 

'ExchangeRate'. 

Performing stepwise search to minimize aic 

 ARIMA(2,1,2)(1,0,1)[12] intercept   : AIC=23857.178, Time=6.69 sec 

 ARIMA(0,1,0)(0,0,0)[12] intercept   : AIC=24566.945, Time=0.06 sec 

 ARIMA(1,1,0)(1,0,0)[12] intercept   : AIC=24192.065, Time=0.62 sec 

 ARIMA(0,1,1)(0,0,1)[12] intercept   : AIC=23861.674, Time=2.45 sec 

 ARIMA(0,1,0)(0,0,0)[12]             : AIC=24564.949, Time=0.03 sec 

 ARIMA(2,1,2)(0,0,1)[12] intercept   : AIC=23854.119, Time=4.68 sec 
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 ARIMA(2,1,2)(0,0,0)[12] intercept   : AIC=23857.087, Time=2.17 sec 

 ARIMA(2,1,2)(0,0,2)[12] intercept   : AIC=23856.009, Time=13.50 sec 

 ARIMA(2,1,2)(1,0,0)[12] intercept   : AIC=23854.094, Time=4.60 sec 

 ARIMA(2,1,2)(2,0,0)[12] intercept   : AIC=23856.019, Time=14.58 sec 

 ARIMA(2,1,2)(2,0,1)[12] intercept   : AIC=23856.807, Time=22.02 sec 

 ARIMA(1,1,2)(1,0,0)[12] intercept   : AIC=23860.572, Time=4.00 sec 

 ARIMA(2,1,1)(1,0,0)[12] intercept   : AIC=23852.460, Time=5.10 sec 

 ARIMA(2,1,1)(0,0,0)[12] intercept   : AIC=23851.945, Time=1.56 sec 

 ARIMA(2,1,1)(0,0,1)[12] intercept   : AIC=23852.480, Time=4.62 sec 

 ARIMA(2,1,1)(1,0,1)[12] intercept   : AIC=inf, Time=8.79 sec 

 ARIMA(1,1,1)(0,0,0)[12] intercept   : AIC=23853.469, Time=1.14 sec 

 ARIMA(2,1,0)(0,0,0)[12] intercept   : AIC=24053.653, Time=0.25 sec 

 ARIMA(3,1,1)(0,0,0)[12] intercept   : AIC=23851.441, Time=2.54 sec 

 ARIMA(3,1,1)(1,0,0)[12] intercept   : AIC=23852.296, Time=7.25 sec 

 ARIMA(3,1,1)(0,0,1)[12] intercept   : AIC=23853.006, Time=6.68 sec 

 ARIMA(3,1,1)(1,0,1)[12] intercept   : AIC=23860.297, Time=7.66 sec 

 ARIMA(3,1,0)(0,0,0)[12] intercept   : AIC=24015.455, Time=0.32 sec 

 ARIMA(4,1,1)(0,0,0)[12] intercept   : AIC=23850.674, Time=3.49 sec 

 ARIMA(4,1,1)(1,0,0)[12] intercept   : AIC=23851.188, Time=8.64 sec 

 ARIMA(4,1,1)(0,0,1)[12] intercept   : AIC=23851.446, Time=8.09 sec 

 ARIMA(4,1,1)(1,0,1)[12] intercept   : AIC=23858.215, Time=9.87 sec 

 ARIMA(4,1,0)(0,0,0)[12] intercept   : AIC=23987.528, Time=0.49 sec 

 ARIMA(5,1,1)(0,0,0)[12] intercept   : AIC=23847.931, Time=3.87 sec 

 ARIMA(5,1,1)(1,0,0)[12] intercept   : AIC=23848.554, Time=10.50 sec 

 ARIMA(5,1,1)(0,0,1)[12] intercept   : AIC=23848.782, Time=8.40 sec 

 ARIMA(5,1,1)(1,0,1)[12] intercept   : AIC=23853.256, Time=13.67 sec 

 ARIMA(5,1,0)(0,0,0)[12] intercept   : AIC=23947.402, Time=4.73 sec 

 ARIMA(5,1,2)(0,0,0)[12] intercept   : AIC=23849.894, Time=7.04 sec 

 ARIMA(4,1,2)(0,0,0)[12] intercept   : AIC=23852.724, Time=6.91 sec 

 ARIMA(5,1,1)(0,0,0)[12]             : AIC=23850.100, Time=2.49 sec 

 

Best model:  ARIMA(5,1,1)(0,0,0)[12] intercept 

Total fit time: 221.819 seconds 

 

Figure 14: Hyperparameters based on Akaike Information Criteria 
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Figure 15: SARIMAX forecasting model 

:  

The model evaluation parameters are as follows. 

 

Mean Absolute Error (MAE) for Test Data: 408.47 

Mean Squared Error (MSE) for Test Data: 411742.93 

Root Mean Squared Error (RMSE) for Test Data: 641.67 

Mean Absolute Percentage Error (MAPE) for Test Data: 9.11% 

 

SARIMAX leverages the power of exogenous variables, external factors that can impact time series 

data, to capture seasonality and improve predictive accuracy. By considering these additional 

features, the model becomes highly adaptable and gains the ability to detect subtle patterns and 

seasonal fluctuations that might elude a purely data-driven approach. This adaptability is a key 

strength of SARIMAX, enabling it to generate precise forecasts for both test data and future time 

points. When relevant exogenous variables are accessible, SARIMAX stands as a valuable asset 

for robust time series analysis, providing insights that might otherwise remain hidden. 

As per the SARIMAX model showed in Figure 15, the model appears to perform well in capturing 

the overall trend and seasonality of the data, especially in the earlier parts of the test data. 

However, the underestimation of the recent upward trend in the test data suggests some limitations 

in the model's ability to predict rapid changes. Further, confidence intervals or prediction ranges 

are not present in the graph, making it difficult to assess the uncertainty associated with the future 
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forecast. When it comes to trends and long-term behavior, the original data and the model's forecast 

both suggest a clear upward trend over time. The model seems to capture this trend reasonably 

well, although it might underestimate the rate of increase in the future. 

In conclusion, the SARIMAX model appears to be a good fit for the data, capturing the trend, 

seasonality, and general patterns effectively. However, it might benefit from further adjustments 

to better capture rapid changes and provide more accurate forecasts for periods with steeper trends. 

Examining the residuals and considering alternative model specifications could potentially 

improve the model's performance. 

 

 

4.2. Machine Learning Model Evaluation 

 

4.2.1. Random Forest Regression 

 

Random Forest Regression is a highly regarded machine learning algorithm in the domain of 

supervised learning, particularly well-suited for predictive modeling with continuous target 

variables. It exhibits exceptional predictive accuracy, demonstrating its prowess in handling 

extensive datasets and unraveling intricate patterns within the data. A standout feature of Random 

Forest Regression is its remarkable capacity for rapid model training, a crucial asset in scenarios 

where time efficiency is paramount. Random Forest Regression can handle both stationary and 

non-stationary data, making it a flexible choice for regression problems involving time series or 

other types of data. Its notable strengths extend beyond classification tasks, making it a formidable 

tool for regression analysis. 

 

In below residual plot (Figure 16), the residuals (the differences between actual and predicted 

values) against the predicted values are plotted. It helps to check for patterns or non-linearity in the 

residuals. As per the figure 4.11, random scatter of residuals are around zero, with no visible 

patterns. 
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Figure 16: Residual Plot 

 

 

 

 

 

 

 

 

 

Figure 17: Predicted vs. Actual Plot 

 

In the Figure 17, Predicted vs. Actual Plot, a comparison is made between the actual target values 

and the predicted values. When the predictions closely match the actual values, as demonstrated in 

Figure 17, the data points typically cluster around a diagonal line that runs from the bottom-left to 

the top-right of the plot. This alignment along the diagonal signifies the accuracy of the predictions. 

Conversely, a substantial deviation from this diagonal line suggests a lack of model adequacy, 

indicating that the random forest regression model which is build, effectively forecasts sales trends. 
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Figure 18: Actual Vs. Forecasted Sales 

 

Model Parameters are as follows. 

Mean Squared Error (MSE): 4332.451798638762 

Mean Absolute Error (MAE): 32.99519401041704 

R-squared (R2): 0.9979348621244586 

Explained Variance Score: 0.9979357997218169 

 

 

The above metrics suggest that the Random Forest model is performing exceptionally well in 

capturing the patterns in the data and making accurate predictions (Figure 18). The extremely high 

R-squared and Explained Variance Score values indicate that the model is able to account for 

almost all of the variability in the target variable. The low MSE and MAE values further confirm 

the model's precision in predicting the target variable. 

 

4.2.2. Extreme Gradient Boosting (XGBoost) Regression 

 

XGBoost, or Extreme Gradient Boosting, is an efficient algorithm primarily used for predicting 

continuous numeric values, making it particularly suitable for tasks like forecasting sales trends. 

This algorithm is designed with speed and efficiency in mind, employing techniques such as 

parallelization, column block optimization, and sparsity-aware splitting to expedite the training 

process. A notable feature of XGBoost is its built-in support for handling missing values, negating 

the necessity for imputation, as it can intelligently determine the best path when a value is missing 
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during tree construction. Moreover, XGBoost incorporates pruning, a technique that eliminates 

splits that do not contribute significantly to reducing loss, thereby ensuring that trees are not overly 

complex, preventing overfitting. It is worth noting that XGBoost is versatile and does not strictly 

require stationary data, as its applicability depends more on the specific problem and the quality of 

data preprocessing. 

 

 

 

 

 

 

 

 

 

Figure 19: Residual plot 

 

The residual plot (Figure 19) displays a random scatter of data points distributed around the 

horizontal line positioned at y = 0. This pattern reveals the absence of discernible trends or 

systematic errors in the model's predictions. However, the presence of patterns, such as a funnel 

shape in the residuals, can be indicative of potential issues like heteroscedasticity or non-linearity 

within the data. However, in the model under consideration, these patterns are notably absent, 

suggesting the model's adequacy and accuracy in capturing the underlying data patterns. 
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Figure 20: Predicted Vs Actual Plot 

 

Model Parameters are as follows. 

Mean Squared Error (MSE): 3996.047417565643 

Mean Absolute Error (MAE): 40.84002135594686 

R-squared (R2): 0.9980952150749681 

Explained Variance Score: 0.9980989604214201 

 

The model (Figure 20) appears to be performing exceptionally well, with exceptionally high R-

squared and Explained Variance Score values (0.99809). This indicates that the model is able to 

explain nearly all of the variance in the target variable, suggesting a very strong fit between the 

model's predictions and the actual data. The MSE and MAE values (3996.04 and 40.84, 

respectively) are relatively low, further supporting the model's accuracy in predicting the target 

variable. 

 

4.2.3. Long Short-Term Memory Model (LSTM) 

 

The primary objective of Long Short-Term Memory (LSTM) is to effectively capture and learn 

long-term dependencies in sequential data. However, LSTM is not restricted to stationary data and 

LSTM's ability to handle non-stationary data is particularly valuable because many real-world time 

series datasets are non-stationary, including the sale’s dataset using in this study. Non-stationary 

data may exhibit trends, seasonality, and other variations that change over time, and LSTM can 

still be used to model and forecast such data effectively. In practice, LSTM can be efficiently 
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implemented in Python using popular deep learning libraries like Keras or TensorFlow, making it 

a valuable tool for various applications, from time series forecasting to natural language processing. 

Below are the part of logs from the training process of a neural network using the TensorFlow 

library. These logs show the progress of the training process over multiple epochs. 

 

Epoch 1/100 

24/24 [==============================] - 4s 9ms/step - loss: 0.0522 

Epoch 2/100 

24/24 [==============================] - 0s 9ms/step - loss: 0.0099 

Epoch 3/100 

24/24 [==============================] - 0s 11ms/step - loss: 0.0082 

Epoch 4/100 

24/24 [==============================] - 0s 9ms/step - loss: 0.0076 

Epoch 5/100 

24/24 [==============================] - 0s 10ms/step - loss: 0.0074 

Epoch 6/100 

24/24 [==============================] - 0s 9ms/step - loss: 0.0073 

 

"Epoch 1/100": This indicates that the training is in its first epoch out of 100 total epochs. An epoch 

is one complete pass through the entire training dataset. "24/24": The first number (24 in this case) 

represents the number of batches processed in the current epoch. The second number (also 24) 

represents the total number of batches in the entire training dataset. During training, data is often 

divided into batches for more efficient processing. "- loss: 0.0522": This shows the loss value 

(measure of how well the model is performing) at the end of the current epoch. The loss is a metric 

that the model aims to minimize during training. In this case, the loss at the end of the first epoch 

is 0.0522. 

Below is the summary of the model. "lstm_2 (LSTM) (None, 50) 10400" describes the first layer 

of the model. It is an LSTM (Long Short-Term Memory) layer with 50 units or neurons. The output 

shape is specified as (None, 50), where "None" indicates that the batch size can vary, and 50 

represents the number of neurons in the layer. The number of parameters in this layer is 10,400. 

"dense_2 (Dense) (None, 1) 51" describes the second layer, which is a Dense layer. It has 1 unit 

(commonly used for regression tasks). The output shape is (None, 1), indicating a single output 

value. The number of parameters in this layer is 51. 
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Model: "sequential_2" 

_________________________________________________________________ 

 Layer (type)                Output Shape              Param #    

================================================================= 

 lstm_2 (LSTM)               (None, 50)                10400      

                                                                  

 dense_2 (Dense)             (None, 1)                 51         

                                                                  

================================================================= 

Total params: 10451 (40.82 KB) 

Trainable params: 10451 (40.82 KB) 

Non-trainable params: 0 (0.00 Byte) 

_________________________________________________________________ 

 

 

 

 

 

 

 

 

 

Figure 21: Time series forecasting with LSTM 

 

Model parameters are as follows. 

 

Mean Squared Error (MSE): 245550.7380189521 

Mean Absolute Error (MAE): 380.02452607996315 

R-squared (R2): 0.5864604581296673 

Explained Variance Score: 0.5934946308177084 

 

The R-squared and Explained Variance Score values (0.58646 and 0.59349, respectively) suggest 

that the LMST model (Figure 21) is able to explain around 58-59% of the variance in the target 

variable. This indicates a moderate fit between the model's predictions and the actual data, but 

there's room for improvement. The MSE and MAE values (245550.74 and 380.02, respectively) 

provide information about the average magnitude of the errors in the predictions. In conclusion, 
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the LSTM model's performance is not as strong as the previously discussed Random Forest and 

XGBoost models.  

 

4.3. Model Comparison 

 

Table 6 and table 7 shows the summary of the tested Time Series Models MAE, MSE, RMSE, and 

MAPE values for test data and Machine Learning Model MAE, MSE, RMSE, and MAPE values 

for test data respectively 

 

Table 6: Time Series Model comparison for Test Data 

Model Mean Absolute 

Error (MAE) 

Mean Squared Error 

(MSE) 

Root Mean Square 

Error (RMSE) 

Mean Absolute 

Percentage Error 

(MAPE) 

ARIMA 642.77 657349.30 810.77 11.92% 

SARIMA 616.78 585796.21 765.37 12.52% 

SARIMAX 408.47 411742.93 641.67 9.11% 

 

 

Table 7: Machine Learning Model comparison for Test Data 

Model Mean Absolute Error 

(MAE) 

Mean Squared 

Error (MSE) 

R-squared (R2) Explained 

Variance Score 

Random Forest 

Regression 

32.99 4332.45 0.99 99.81% 

Extreme Gradient 

Boost 

40.84 3996.04 0.99 

 

99.81% 

LSTM 380.02 245550.73 0.58 59.35% 

 

 

The evaluation results for sales forecasting indicate below insights: 

 ARIMA provides forecasts with a relatively high Mean Absolute Error (MAE), Mean 

Squared Error (MSE), and Root Mean Square Error (RMSE). These metrics suggest that 

ARIMA may not provide the most accurate forecasts. Furthermore, the Mean Absolute 

Percentage Error (MAPE) is 11.92%, indicating a substantial degree of forecast inaccuracy. 
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 SARIMA performs better than ARIMA in terms of MAE, MSE, and RMSE, but it still has 

relatively high errors. The MAPE, although lower, is at 12.52%, indicating some degree of 

forecast inaccuracy. 

 

 SARIMAX exhibits improved performance compared to both ARIMA and SARIMA with 

the lowest MAE, MSE, RMSE, and MAPE. It seems to capture the seasonal and exogenous 

factors more effectively. 

 

 Random Forest Regression delivers very low errors across the board. The low MAE, MSE, 

and RMSE values, along with high R-squared and Explained Variance Score of 0.9979, 

suggest that it provides highly accurate forecasts. It appears to be a strong candidate for 

sales forecasting. 

 

 XGBoost also demonstrates very low errors, similar to Random Forest. It exhibits excellent 

accuracy with low MAE, MSE, and high R-squared and Explained Variance Score of 

0.9981, making it a strong contender for sales forecasting. 

 

 LSTM, while providing forecasts, has relatively high MAE, MSE, and RMSE values. The 

R-squared and Explained Variance Score (0.5935) is considerably lower than Random 

Forest and XGBoost, indicating that it may struggle to capture complex patterns and 

dependencies in sales data, making it less accurate for this specific application. 
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CHAPTER 5 

CONCLUSION AND FUTURE WORK 
 

 

5.1. Overview of the Study 

 

The central aim of this comprehensive study is to delve into the intricacies of time series sales data 

analysis, thereby uncovering a robust model that can effectively capture and interpret the dynamics 

of sales data. Building on the insights provided in chapter 2, it has become increasingly evident 

that the landscape of research pertaining to sales data analysis has been relatively sparse in recent 

years. Furthermore, the existing body of research primarily focuses on the broader perspective of 

sales data analysis, with limited attention paid to the nuances specific to the apparel industry. 

Given the significance of the apparel industry in Sri Lanka, a prominent player in the global export 

market, the absence of substantial evidence elucidating the behavioral patterns within this sector is 

a critical gap that demands urgent attention. With the overarching goal of filling this void, the study 

not only contributes to the existing literature but also endeavors to paint a comprehensive picture 

of the trend analysis specifically tailored to the intricate dynamics of apparel sales. Through a 

meticulous examination of the data, this research seeks to offer valuable insights that can pave the 

way for informed decision-making and strategic planning within the realm of Sri Lanka's apparel 

industry. 

 

5.2. Conclusion 

 

Numerous studies and research efforts have explored machine learning algorithms and time series 

techniques for trend analysis and sales forecasting in various contexts and this study delves into 

the critical importance of precise trend analysis and sales forecasting within the B2B apparel 

industry, elucidating various forecasting approaches and their respective performances. 

Significantly, in the realm of trend analysis and sales forecasting, SARIMAX, Random Forest 

Regression, and XGBoost emerge as formidable contenders, consistently providing remarkably 

accurate forecasts, as demonstrated in Table 4.3 and Table 4.4. As per the generated results, out of 
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time series models tested in the study, SARIMAX, exhibits a moderate level of accuracy, while 

ARIMA and LSTM fall behind when compared to their counterparts in terms of forecast precision. 

While LSTM networks are generally robust models, excelling in handling sequential and time-

series data owing to their capacity to retain information across extensive sequences, the results of 

this study indicate subpar performance. There could be several reasons for this outcome. Primarily, 

the inadequate quantity of data might impede the LSTM model's ability to effectively learn intricate 

patterns. Insufficient data is known to compromise the model's performance, often leading to less-

than-optimal results. 

Notably, when it comes to machine learning models, Random Forest Regression and XGBoost 

distinctly outshine ARIMA-based models, consistently delivering highly precise and reliable 

forecasts, a fact underscored by their consistently low error metrics. This highlights the robustness 

of Random Forest Regression and XGBoost as invaluable tools for generating dependable forecasts 

in the context of the B2B apparel industry However, the best model is typically the one with the 

lower values for the Mean Squared Error (MSE) and Mean Absolute Error (MAE) and higher 

values for the R-squared (R2) and Explained Variance Score. Based on the test results, XGBost 

has a lower MSE and higher R2 and Explained Variance Score, indicating that it provides more 

accurate predictions and better explains the variance in the data. Therefore, based on these metrics, 

the second model XGBoost is the better-performing model in this study. 

In some prior studies also researchers found that machine learning models are best in predicting 

sales data, which supports the findings of this study. For instant, Mortensen et al. [15] assessed 

B2B sales using various classification algorithms, finding that Random Forest achieved the highest 

accuracy. Similarly, Rezazadeh [18] achieved an accuracy rate of 87% with the XGBoost. 

Moreover, Haselbeck et al. [3] integrated classical and machine learning models for horticultural 

plant sales, finding that XGBoost was the most effective model, which suggests its potential 

relevance in the apparel industry. 

Furthermore, the study contributes to the body of knowledge by filling the gaps in the literature 

related to B2B sales forecasting within the apparel industry, stressing the significance of data-

driven decision-making over intuition. The customer profiling aspect also can assist companies in 

identifying and focusing on their most profitable customers, thus maximizing financial 

performance. While recognizing certain limitations, such as the exclusion of global market demand 

analysis and unstructured data, this research provides a robust foundation for evidence-based 
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decision-making, aiming to deepen our understanding of the Sri Lankan apparel industry's 

dynamics and equipping stakeholders to navigate challenges and exploit future opportunities 

effectively. 

5.3. Limitations and Further improvements of the study 

 

5.3.1. Limitations 

 

 The study does not cover global market demand for specific products or countries due to 

unavailable data, focusing solely on analyzing and forecasting sales trends within the 

provided dataset. Hence, the findings should be interpreted within the context of the Sri 

Lankan apparel industry. 

 Unstructured data sources like emails and invoices are excluded from analysis due to 

project scope and resource constraints. 

 

 The study exclusively focuses on apparel sales activities and does not take into 

consideration other sales operations, including machinery sales costs and maintenance 

costs, which are integral components of the company's monthly sales. 

 

 Findings may not be generalized to all apparel companies since the study uses data from a 

single company. 

 

5.3.2. Further improvements of the study 

 

 Despite the insights provided by previous studies, their applicability to the apparel industry 

remains uncertain due to the unique characteristics of this sector, such as short product life 

cycles and seasonal trends. Therefore, further research specifically tailored to the apparel 

industry is necessary to determine the most effective sales forecasting approaches in this 

context.  

 

 Moreover, it is essential to acknowledge that the quality of the results may be influenced 

by the specific dataset and the features used in the modeling process. Therefore, a prudent 

approach would be to experiment with different models and employ various feature 
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engineering techniques to fine-tune and optimize sales forecasting further. This iterative 

process can help tailor the model selection to the unique characteristics of your sales data 

and business objectives and computational complexity. 
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Letter from Client: Note that Research topic had been changed later on 
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Appendices B 
 

The part of the dataset used in this research study are shown in the below screenshots, 
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Identifying Missing values 

 

 

 

 

 

 

 

 

 

 

Description, ProductID and ExchangeRate Imputation 
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Identifying complete missing data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Imputing newly added missing data 
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Outlier Detection and removing 
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Label Encoding 

 

 

 

 

 

 

 

 

 

 

 

 

InvoiceDate with Date and Time Transformed to Date , Month and Year 
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Feature Selection 

 

 

 

 

 

 

 

 

 

 

 

Removing Unwanted fields, consider means values of multiple transactions on same day 
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Defining heat maps 
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Rolling Mean and Standard Deviation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

First Order Differencing 

 

 

 

 

 

 

 

 

 

 



X 

 

Autocorrelation and Partial Autocorrelation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ARIMA Model Evaluation 
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SARIMA model Evaluation 
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SARIMAX Model Evaluation 
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Random Forest Regression 
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XGBoost Model Evaluation 
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LSTM Model 
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