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ABSTRACT 
 
 

Employee turnover, particularly among executive and above cadres, presents a significant 

challenge in the Sri Lankan Apparel industry, impacting organizational stability and 

productivity. This thesis aims to address this issue by predicting the likelihood of employees 

leaving their current positions within the next year and estimating the probable time frame for 

such turnovers. 

Initially, a descriptive analysis of executive and above employee behavior within a major 

apparel manufacturing company revealed a concerning trend of increasing turnover among 

long-term and skilled employees over the past five years. Factors such as prolonged tenure 

within a single grade correlated positively with turnover rates, while employees with diverse 

job roles exhibited lower turnover tendencies. These findings underscored the urgent need for 

proactive measures to mitigate turnover risks. Transitioning to predictive modeling, we 

formulated turnover prediction as both a binary classification problem to ascertain turnover 

possibility and a multi-classification problem to predict turnover horizons. Leveraging 

supervised machine learning techniques and publicly available employee data from LinkedIn, 

we trained models to forecast turnover events. The XGB Classifier emerged as the most 

effective algorithm, achieving accuracies of 81% for turnover possibility prediction and 75% 

for turnover horizon estimation. Key features influencing turnover likelihood included the 

frequency of internal promotions, tenure, job durations, and educational qualifications. These 

insights emphasize the importance of continuous monitoring of such variables to preempt 

turnover events effectively. Furthermore, we developed a user-friendly interface to facilitate 

easy access to turnover risk scores and timelines based on employee LinkedIn profiles.  

In considering future research directions, we propose integrating internal data sources to 

enhance model accuracy and exploring additional variables such as salary and employee 

feedback. Moreover, the analysis can be extended to encompass internal turnovers and industry-

specific turnover patterns, offering tailored insights for diverse organizational contexts. 

Additionally, incorporating social network analysis and exploring turnover prediction from a 

company-wide perspective present promising avenues for further investigation. Overall, this 

study provides valuable insights and tools to proactively manage employee turnover in the 

apparel industry and beyond. 
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CHAPTER 1: 
INTRODUCTION 

Employee turnover which is a regular challenge every company is facing, has become worse in 

Sri Lanka during the last few months with the current economic situation of the country. When 

we look at the apparel industry specifically, it has become very critical due to the opportunities 

available within Sri Lanka and other South Asian countries with regards to apparel sector, 

which will cause organizations to lose their highly skilled employees, resulting a considerable 

impact to the smooth running of operation in the organization. 

Due to the importance of this, employee withdrawal, in the form of turnover, has sustained the 

interest of personnel researchers, behavioral scientists, and management practitioners during 

the last many decades [1]. When an unexpected turnover request is raised in a company, 

significant effort is required to search for a replacement and there is a risk that the operation of 

the company will be disrupted if a suitable replacement is not found. [2]. Organizations invest 

a lot on their employees in terms of induction, training, developing, maintaining and retaining 

them in their organization. Therefore, managers at all costs must minimize employee’s turnover 

[3].  

Since this has become critical topic that has been studied over several decades by a number of 

researches, there are many studies done in order to minimize the employee turnover or to 

identify the turnover risk beforehand. In most of the studies, researchers have used internal HR 

data of companies through questionnaires or company database itself.  

But the limitations of this approach are that the data in the human resources management 

systems are highly private and can hardly be shared among different companies. Also, the time 

span of the data is more relevant to the employee’s stay at the current working place and the 

overall work life journey of the employee might not be available. Also, with questionnaire 

approach, responses from the individuals can be bias on questions like job satisfaction, manager 

support. Also, the willingness to answer or giving the correct answer can result in accuracy 

issues in the dataset. This has made it difficult to conduct long-term career evaluations of 

employees, so most of the research is based on employee personal factors and organizational 

factors [4].  
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Due to these limitation in manual or company data extraction, here we have looked at an 

approach is to obtain publicly available data with regards to the individuals. Here our main 

target data source would be LinkedIn. LinkedIn provides a database of dynamic and massive 

scale resumes. The application of data mining techniques can help in the analysis and 

classification of professional profiles [5].  

With this approach we plan to observe an unbiased and uniform behavior of data with regards 

to the target population and come up with a solution or a tool which will ultimately provide the 

user with the turnover risk of an employee and also the time span the employee is probable to 

stay in the organization. This can be used for ongoing HR practices and also can be used as a 

risk assessment when recruiting new employees and for headhunters or requitement agents to 

target skilled employees that are probable to move. 

 

1.1 Problem Statement and Motivation 

As per the literature and initial descriptive analysis, it is evident that employee turnover 

has become worse in the Sri Lankan apparel industry during recent years due to many 

socio-economic factors[6]. This has caused a considerable impact to the smooth running 

of operation in the organization. 

Although a few studies have been done on this problem, they have focused mainly on 

factory level employees which are easily replaceable and have looked only at HR data 

from companies which limits the visibility of the entire career span of the employees or 

questionnaires which is very probable to be biased and imbalance. 

Based on the previous studies, there are no significant studies that has focused on 

executive and above professional employees who are very skilled and difficult to replace 

and also not looked at the publicly available data of employees to cover the entire career 

journey of the employee with continuous data access. Our objective is to address this 

gap in the research domain. 

 

1.2  Project Objectives 

• To analyze and identify the turnover behavior of the executive and above employees 

in Sri Lankan apparel sector (considering one of the top 3 companies which covers more 

than 50% of the population). 
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• To identify the main factors which would cause an employee to change a job with the 

publicly available data of the employee. 

• To provide a tool to companies and 3rd parties to identify the turnover chance of 

employees in advance and take necessary actions using AI Techniques. 

 

1.3 Scope of the Study 

Our study is mainly focused on the executive and above employee cadre in Sri Lankan 

apparel sector and their publicly available data on social network platforms, mainly 

LinkedIn. With regards to the apparel companies in Sri Lanka, we will be considering 

the top 4 companies which covers 90% of the population. The number of profiles 

available for these 4 companies in LinkedIn is more than 17,000. 

 

We have presumed 90% of the profiles are up to date and this will be validated after the 

initial data extraction. Only complete profiles were considered for the study and this 

will be one limitation on the study.  But when compared with the amount of data 

available in LinkedIn, it will be an inconsiderable proportion relative to the population 

size. 

 

1.4 Structure of the Study 

We will be using LinkedIn as the main data source and will be using 3rd party available 

APIs to extract data. After cleansing the data, we will develop multiple data mining, 

pattern recognition or machine learning model/s or algorithms and then select the most 

accurate, reliable and most interpretable model or algorithm after analyzing the results. 

 

As the final deliverable, we will develop a solution or GUI for the end users where the 

user can input the required LinkedIn profile/s and get the 2 main outcomes which are 

employee turnover risk score and probable turnover timeline. 
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CHAPTER 2: 
LITERATURE REVIEW 

 

2.1 A Literature Review 

Employee turnover is the rotation of workers around the labor market; between firms, 

jobs and occupations; and between the states of employment and unemployment [1]. It 

is one of the most significant problems an organization can encounter throughout its 

lifecycle, as it is difficult to predict and often introduces noticeable voids in an 

organization’s skilled workforce [2]. 

 

Employee turnover can actually be subdivided in 3 buckets: involuntary turnover 

(induced by the company), voluntary turnover (employee resignation) and retirements 

[3]. These may include job changes within a single employer and leaving one firm to 

take a job in another firm. In either case, there is usually the intention to grow and 

increase in skills, responsibility, and remuneration, and/or improve the “fit” between 

employee skills and desires and job requirements. [4] 

 

When employees leave an organization, they carry with them invaluable tacit 

knowledge which is often the source of competitive advantage for the business. In order 

for an organization to continually have a higher competitive advantage over its 

competition, it should make it a duty to minimize employee attrition [4]. When an 

unexpected turnover request is raised in a company, significant effort is required to 

search for a replacement and there is a risk that the operation of the company will be 

disrupted if a suitable replacement is not found. [5]. 

 

Organizations invest a lot on their employees in terms of induction, training, developing, 

maintaining and retaining them in their organization. Therefore, managers at all costs 

must minimize employee’s turnover [1]. Turnover causes many different types of costs 

for organizations. Costs of turnover are divided to direct costs such as advertising the 

position, replacement, recruitment and selection, temporary staff and management time, 

and indirect costs are morale related costs, pressure on remaining staff, costs of learning, 

product/service quality and organizational memory. It has been proved that 15-30 

percent of turnover costs are direct and about 70-85 percent of turnover costs are hidden 

costs such as lost productivity and opportunity. [6] 
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2.2 Influential Factors of Employee Turnover 

The desirability of movement can be characterized by job satisfaction, salary growth, 

promotions, and organization’s commitment, while the ease of movement can be 

characterized by the job market availability, unemployment rate and personal skill levels 

etc. [5]. A high level of labor turnover can also be caused by many factors such as: 

inadequate wage levels leading to employees moving to competitors, poor morale and 

low levels of motivation within the workforce, recruiting and selecting the wrong 

employees in the first place, meaning they leave to seek more suitable employment, A 

buoyant local labor market offering more (and perhaps more attractive) opportunities to 

employee, poor organization and lack of development [4]. 

 

An early review of voluntary turnover studies has found that the strongest predictors for 

voluntary turnover were age, tenure, pay, overall job satisfaction, and employees’ 

perception of fairness. But other studies have also stressed the importance of job 

performance, job characteristics (role, seniority in role...), enhanced individual 

demographic characteristics (age/experience, gender, ethnicity, education, marital 

status), structural characteristics (i.e., team size and performance) and geographical 

factors. Finally, some studies have also set an emphasis on salary, working conditions, 

job satisfaction, supervision, advancement, recognition, growth potential, burnout etc. 

[3]. 

 

2.3 Related Studies and Findings on Employee Turnover Prediction 
 

The A comparative study involving accuracy and memory utilization of selected 

algorithms for predicting employee turnover was conducted by Rohit Punnoose et al.  

[7].  The authors collected the data from the in-formation system used by the human 

resource department of a retailer with global operations and data from the Bureau of 

Labor Statistics.  Several classification algorithms were applied, namely, extreme 

gradient boosting (XGBoost), logistic regression, Naïve Bayesian, RF, linear support 

vector machine, linear discriminant analysis and KNN.  The authors have found that 

XGBoost exhibits the best performance regarding the accuracy and memory 

utilization. Jain et al. [8] have carried out research to predict turnover rate using 

XGBoost. They have found that age, gender, marital status, years at the company, job 

satisfaction, and distance from home have the most significant effects on turnover 

among all attributes in the dataset.  
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Numerous algorithms; namely, logistic regression, gradient boosting classifier, support 

vector machine, and RF were applied to the IBM dataset prepared by IBM data 

scientists [9], [10]. After applying the RF classifier, fifteen features were found to be 

more significant in deciding whether employees quit their jobs or not.  XGBoost was 

found to have the highest performance (with an AUC of 0.84596) among all the 

applied algorithms. Zhao et al. [2] have evaluated the performance of ten supervised 

machine learning algorithms; namely, RF, gradient boosting trees, XGBoost, support 

vector machines, decision tree, neural networks, linear discriminant analysis, Naïve 

Bayesian, logistic regression, support vector machines and KNN on numerous HR 

datasets. The authors have found that XGBoost is the most reliable algorithm among 

all the applied algorithms. Zhang et al. [11] have attempted to find out the most 

important factors that lead to employee turnover. The authors have found an essential 

correlation between department and work. Also, they have found that the gender of 

employees significantly affects turnover. A logistic regression algorithm was applied 

for predicting the turnover with an accuracy of 87.2%. 

 

Sisodia et al. [12] have carried out an investigation to find out the reasons causing the 

employee turnover by building models using machine learning algorithms to forecast 

employee turnover. They have found that the main reasons causing high employee 

turnover rates are time spent with the company, workload, and promotion. The used 

machine learning algorithms for building the models were decision tree, support vector 

machine, Naïve Bayesian, KNN, and RF. The accuracy, precision, F-score, recall, 

specificity, and FPR of the models were compared. In terms of accuracy, F-score, and 

precision, RF performed better and in terms of recall, the decision tree was better.   

 

2.4 Data Collection Approaches in Related Studies 
 

In most of the studied carried out with regards to the topic, researchers have collected 

data of companies through questionnaires or company HR systems [5],[3],[4],[6],[13]. 

Human resources data is highly confidential and rarely shared between companies. As 

a result, some conventional statistical methods relied on employee data collected over 

a short period of time within an organization. As a result, conducting long-term career 

assessments of employees has become difficult, and the majority studies are based on 

employee self and organizational factors [14].  
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As a solution for this, few of the researches in the recent years have looked at obtaining 

data from social networks such as LinkedIn, Maimai, and Viadeo are examples of 

websites with extensive social information about employees and a longer time frame 

[14]–[16]. Most of the studies which have looked in to social network data are based on 

China and they have mainly focused on a much more common and popular platforms in 

China which is similar to LinkedIn [14]–[16]. 

 

LinkedIn is the largest professional social network in the world, and currently has 300 

million plus users in more than 200 countries and territories[15]. For the social network 

related data sets, common variables which were looked at are city, state, current job 

position, number of undergraduate and graduate courses, time spent in undergraduate 

and graduate education, time in the current job position, time in the previous job 

position, number of languages the person speaks, number of declared skills, number of 

connections to other persons, number of organizations in which the person worked.[15] 

 

2.5 Data Limitation and Gaps in Related Studies 

It can be identified that almost all researches that have been conducted so far, uses 

classification methods for turnover prediction. Mere identification of churners from no 

churners is not sufficient to tackle the employee turnover problem [17]. For this study 

we have chosen apparel sector employees since it plays significant role in the economic 

development of the country. Thus, currently the industry faces a high employee turnover 

continuously and this problem has been seen over past few years.[13] 
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CHAPTER 3: 
METHODOLOGY 

As the initial data source, we have selected LinkedIn as our primary data source due to its 

comprehensiveness and completeness in terms of public employee data. We have presumed that 

over 90% of the profile details of the professionals are accurately and comprehensively updated.   

 

3.1  Scraping Raw Data 
 

As per the previous studies and also based on the initial research on data extraction from 

LinkedIn, we are using a 3rd party paid API called “ScrapeOps” to extract data from 

Linked profiles which are filtered as Sri Lankan, in apparel industry and executive and 

above level. Figure 1 shows the API dashboard from the 3rd party solution website.  

 

 
Figure 1: 3rd party scraping API dashboard 

 
Similar to the employee profiles, we had to extract company profiles and educational 

institute profiles in order to create the required variables below figures show samples of 

the raw datasets scraped for each using the API.  
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Figure 2: Raw data sample for employee data extracted through API 

 

   
Figure 3:  Raw data sample for company data extracted through API 

 

   
Figure 4:  Raw data sample for education institute data extracted through API 
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3.2  Extracting, Pre-Processing and Encoding Job Experience Data 
 

Here the next step is to extract the job experience data from the experience Json file 

available in employee dataset. For this we have used the available python libraries for 

the data splitting and extraction. 

 

 
Figure 5:  Job experience data sample extracted from experience Json file 

 

In this analysis we are assuming we are now at the start of the January 2023 and predict 

the turnover during the year 2023. Therefore, we have dropped the records where start 

date is in 2023 and changed the end date to 1st of January 2023 for the end dates which 

are in 2023.  

 

 
Figure 6:  Extracted Job experience data after filtering 

 
Next step is to identify the job level from the designation. We are trying to categorize 

the available designation texts to 10 level as below. 

1. Intern 
2. Junior Executive 
3. Executive 
4. Senior Executive 
5. Assistant Manager 
6. Manager 
7. Deputy General Manager 
8. General Manager 
9. Director 
10. Chief Officer 

 

To do this we are using NLP text matching techniques to map the keywords to the job 

level dictionary that we have developed. 
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Figure 7:  Job experience data after categorizing the job level 

 
Next task is to merge the company profile data to the job experience data and remove 

the unwanted columns. Here we have used a simple outer join to do the task. 

 

 
Figure 8:  Company profile data after merging with the job experience data and 

removing unwanted columns  

 
Next task is to encode the non-numeric data into the numeric format and creating 

numeric variables. For that we have used below logics. 

New Column Logic Output 
start_recency_months today-start date n months  
end_recency_months today-end date n months   
duration start_recency_months- end_recency_months  
apparel_industry if Apparel & Fashion then 1 else 0 binary  
company_size 1,000 - employees 1 

  1,001-5,000 employees 2 
  5,001-10,000 employees  3 
  10,001+ employees 4 

company_age_years 2023-founded n years  
sri_lankan if “Sri Lanka included” then 1 else 0 binary 

Table 1:  Job data encoding logics  

 
 

 
Figure 9:  Encoded job experience data 

 
 

     Next task is to derive the below 4 variables from the encoded dataset. 
i. Is this job a company change from the previous one (1/0) 

ii. Cumulative number of distinct companies worked in 
iii. Is the job a level up from the previous one (1/0) 
iv. Is this job a lateral movement from the previous one (1/0) 
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Figure 10:  Job experience data sample extracted from experience Json file 

 

3.3  Extracting, Pre-Processing Education Experience Data 
 

Next step is to extract the education experience data from the education Json file 

available in employee dataset. For this we have used the available python libraries for 

the data splitting and extraction. 

 

 
Figure 11:  Education experience data sample extracted from experience Json file 

 
Next step is to identify the course level from the course details. We are trying to 

categorize the educational qualifications texts to 6 level as below. 

0. Other - courses which will not fall into any of the below categories 

1. High school - ex: school, college, convent, vidyalaya 

2. Diploma- ex: diploma, dip 

3. Bachelor - ex: bachelor, bsc, bcom, beng 

4. Masters - ex: masters, msc, mba 

5. Post Masters - ex: phd, pfor, mphil 

 
To do this we are using NLP techniques to tokenize and match the keywords and then 

match the categories and extract the data. 

 

 
Figure 12:  Education experience data after categorizing the course level 

 
Next task is to map the education institute data to the education experience data and 

remove the unwanted columns. Here we have used a simple outer join to do the task. 
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Figure 13:  Education institute profile data after merging with the education 

experience data and removing unwanted columns  

 
Next task is to encode the non-numeric data into the numeric format and creating 

numeric variables. For that we have used below logics. 

 

New Column Logic Output 
duration end_time – start_time n years 
start_recency_years today-start time n years  
end_recency_years today-end time n years   
school_size 1,000- employees 1 

  1,001-5,000 employees 2 
  5,001-10,000 employees  3 
  10,001+ employees 4 

school_age_years 2023-founded n years  
sri_lankan if “Sri Lanka” included then 1 else 0 binary 

Table 2:  Job data encoding logics  

 
 

 
Figure 14:  Encoded education experience data 

 
Next task is to derive the below the variable “Cumulative number of distinct schools” 

from the encoded dataset. 

 
Figure 15:  Encoded education experience data 
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3.4 Extracting, Pre-Processing Employee Profile Data 
 

Next step is to get the remaining profile data from the employee profile dataset. 

 
Figure 16: Employee profile data 

 
Next step is to identify the gender from the name. To do this we are using NLP 

techniques to tokenize and match with different name text corpuses that are readily 

available to identify the gender. Then we get the output as a binary output to indicate 

male as 1 and female as 0. Then we use a simple if else logic to identify the current 

country as Sri Lanka or not in binary from. Finally, we remove the unnecessary columns 

and get the final dataset. 

 

 
Figure 17: Encoded employee profile data 
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 3.5 Combining data and getting the final dataset 
 

Next step is to combine the encoded features into a formal tabular structure which is 

compatible with the machine learning, pattern recognition or data mining. Table 3 shows 

the processed feature set we are planning to use for the model developments. 

 

No Type Feature Example 

1 
Personal profile sagara-lakmal-

3b5634105 
2 male 1 
3 sri_lankan 1 
4 Job Data number of jobs 4 
5 first job level 1 
6 first job recency months 67 
7 first job duration months 10 
8 first company size 4 
9 first company age years 36 

10 first company apparel 1 
11 first company sri lankan 1 
12 last job level 5 
13 last job recency months 19 
14 last job duration months 19 
15 last company size 2 
16 last company age years 44 
17 last company apparel 0 
18 last company sri lankan 1 
19 minimum job duration months 10 
20 maximum job duration months 20 
21 average job duration months 16 
22 total job duration months 66 
23 number of turnovers 2 
24 number of companies 3 
25 number of levelups 3 
26 total level ups 4 
27 average years for levelup 1.30 
28 total LUs within company 2 
29 total LUs ouside company 2 
30 number of lateral movements 0 
31 duration ratio in sri lanka 1 
32 duration ratio in apparel 0.41 
33 Education number of qualifications 4 
34 first qualification level 2 
35 first qualification recency years 2 
36 first qualification duration years 3 
37 first institute size 3 
38 first institute age years 137 
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39 first institute sri lankan 1 
40 last qualification level 5 
41 last qualification recency years 2 
42 last qualification duration years 3 
43 last institute size 1 
44 last institute age years 21 
45 last institute sri lankan 1 
46 minimum qualification duration years 1 
47 maximum qualification duration years 8 
48 average qualification duration years 4.25 
49 total qualification duration years 17 
50 number of institutes 4 
51 qualification level ups 4 
52 duration ratio in sri lanka 0.94 
53 number of qualifications 4 
54 first qualification level 2 
55 first qualification recency years 2 

 

Table 3:  Feature List 
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 3.6 Developing AI Model for Turnover Possibility Prediction 
 

Before starting the development, we have done a principal component analysis and also 

checked the correlation of the considered variables and have selected 15 uncorrelated 

variables out of 55 we had as a dimension reduction step.  

 

 
Figure 18: PCA Chart for the Dimensionality Reduction 

 

 
Figure 19: Correlation Matrix of the selected variables 
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Here we are developing a binary classification model which need to predict a binary 

output which is ‘1’ for turnover expected and ‘0’ for turnover not expected. For this we 

are using multiple pattern recognition and machine learning algorithms which will give 

the reliable and accurate results for the problem in hand. Out of the tried out different 

algorithms, we are planning to select and finalize with the most accurate, reliable and 

most interpretable model or algorithm after analyzing the results. 

 

Below are few of the algorithms we have tried and their performance metrics accuracy, 

precision and recall. Based on all the 3 KPIs, we have selected the Gradient Boosting 

classifier, XGB classifier and Random Forest classifier for further developments and 

hyper parameter tuning. 

 

 
                       MLA Name Accuracy Precission  Recall 
9                    GaussianNB   69.33%     37.93%  63.46% 
7                 XGBClassifier   82.35%     60.87%  53.85% 
3            AdaBoostClassifier   80.67%     56.25%  51.92% 
1        DecisionTreeClassifier   71.43%     38.03%  51.92% 
4    GradientBoostingClassifier   81.09%     58.14%  48.08% 
5             BaggingClassifier   81.09%     54.84%  38.46% 
2        RandomForestClassifier   83.19%     65.22%  36.54% 
13            RidgeClassifierCV   81.51%     64.29%  34.62% 
11         LogisticRegressionCV   78.57%     51.52%  32.69% 
15                   Perceptron   73.11%     36.96%  32.69% 
14                SGDClassifier   78.15%     38.46%  28.85% 
8                   BernoulliNB   71.85%     33.33%  28.85% 
12  PassiveAggressiveClassifier   80.25%     26.45%  25.00% 
6          ExtraTreesClassifier   80.67%     77.78%  21.15% 
0          KNeighborsClassifier   71.01%     28.21%  21.15% 
10           LogisticRegression   78.57%     52.94%  17.31% 

 

Table 4:  Model performance 
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Figure 20: Turnover Probability Prediction Model Accuracy Chart 

 
 

 
Figure 21: Turnover Probability Prediction Model Precission Chart 
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Figure 22: Turnover Probability Prediction Model Recall Chart 

 

Based on the above algorithm analysis, we selected the below 3 models for further 

developments. 

Ø GradientBoostingClassifier 

Ø XGBClassifier 

Ø RandomForestClassifier 

 

Since XGB Classifier has given the best results after many scenario testings and hyper 

parameter tunings, we have selected the same as the finalized model.  
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 3.7  Developing AI Model for Churn Horizon Prediction 
 

Here we are developing a multi classification model which need to predict a ‘-1’ for no 

turnover expected, ‘0’ for turnover expected in the first six months and ‘1’ for turnover 

expected in the second six months. For this also we are using different pattern 

recognition and machine learning algorithms which will give the reliable and accurate 

results for the problem in hand. Out of the tried out different algorithms, we are planning 

to select and finalize with the most accurate, reliable and most interpretable model or 

algorithm after analyzing the results. 

 

Below are few of the algorithms we have tried and their performance metrics accuracy, 

precision and recall. Based on all the 3 KPIs, we have selected the XGB classifier and 

Random Forest classifier for further developments and hyper parameter tuning. 

 
                       MLA Name Accuracy Precission  Recall 
7                 XGBClassifier   75.00%     75.00%  75.00% 
8                   BernoulliNB   75.00%     75.00%  75.00% 
6          ExtraTreesClassifier   73.44%     71.88%  73.44% 
2        RandomForestClassifier   73.44%     73.44%  71.88% 
4    GradientBoostingClassifier   71.88%     73.44%  71.88% 
11         LogisticRegressionCV   71.88%     71.88%  71.88% 
0          KNeighborsClassifier   70.31%     70.31%  70.31% 
3            AdaBoostClassifier   70.31%     70.31%  70.31% 
10           LogisticRegression   68.75%     68.75%  68.75% 
5             BaggingClassifier   68.75%     73.44%  67.19% 
15                   Perceptron   67.19%     67.19%  67.19% 
9                    GaussianNB   65.62%     65.62%  65.62% 
13            RidgeClassifierCV   62.50%     62.50%  62.50% 
14                SGDClassifier   62.50%     56.25%  53.12% 
1        DecisionTreeClassifier   48.44%     51.56%  53.12% 
12  PassiveAggressiveClassifier   57.81%     73.44%  45.31% 
 

Table 4: Model performance 
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Figure 23: Turnover Horizon Prediction Model Accuracy Chart 

 

 
Figure 24: Turnover Horizon Prediction Model Precission Chart 
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Figure 25: Turnover Horizon Prediction Model Recall Chart 

 

Based on the above algorithm analysis, we selected the below 3 models for further 

developments. 

Ø Extra Trees Classifier 

Ø XGB Classifier 

Ø Random Forest Classifier 

 

Since XGB Classifier has given the best results after many scenario testings and hyper 

parameter tunings, we have selected the same as the finalized model.  
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 3.8 Developing UI 
 

Then it is to develop a solution or UI for the end user where the user can input the 

required LinkedIn profile/s and get the 2 main outcomes which are employee turnover 

risk score and probable turnover timeline. We have used Visual Studio to create a 

command line interface and this can be further developed to have a graphical user 

interface. 

 

 
Figure 26: Interface to enter the LinkedIn profile name 

 

 

 
Figure 27: Interface where a LinkedIn profile name entered and run 

 

 

 
Figure 28: Output interface 
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 3.9 Methodology Summary 
 

Below is the methodology we have worked on, in a summary. 

 
  
 
 

 

 

 

 

 
 
 

 

 
 

Figure 29: Methodology Summary 
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CHAPTER 4: 
RESULTS AND EVALUATION 

 

Evaluation of this project is expected justify the problem statement that there is a critical issue 

of employee turnover based on the initial descriptive data analysis and then to determine the 

accuracy and reliability of the attrition prediction model built and assess the model's ability to 

generalize to new data. Below are the evaluation approaches we are planning to follow in this 

study. 

 

4.1 Turnover Behavior of the Executive and above Employees: 
 

For the initial descriptive analysis of the employee turnover behavior, we have 

considered an executive and above employee dataset from one of the big 3 apparel 

companies of Sri Lanka, which covers more than 50% of the population. 

As per the analysis, executive and above employee turnover count as well as the 

turnover percentage out of the total count have been constantly increasing during the 

last 5 years. This shows that, employee turnover has become a major concern within the 

apparel sector and need to identify ways to minimize it. 

 
Figure 30: Employee turnover count and percentage out of total 
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Highest Turnover has been with the entry level employees and it has been continuously 

increased during the last 5 years. 

 
Figure 31: Employee turnover grade wise 

 

 
Figure 32: Employee turnover grade wise trend 

 

 

When analyzing the number of years the employee has been in the company before 

the termination, it is evident that there is a continuous increase in the turnover of the 

employees who have been working in the company for 5-10 years and 10+ years, 

when compared with the rest. This is a very critical issue for the company because 

they are losing the experienced talent, not the new recruits or raw talent. 
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Figure 33: Employee turnover number of years in the company wise 

 

 
Figure 34: Employee turnover number of years in the company wise trend 

 

 

When looking at the number of promotions/ level-ups an employee has got in the 

company by the time of turnover, it is evident that the lesser the number of level-

ups, higher the turnover count.  
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Figure 35: Employee turnover number of jobs held wise 

 

It is also evident that more the number of years an employee stay in one grade, 

higher the turnover count.  

 
Figure 36: Employee turnover number of jobs held wise trend 

 

We have also checked the correlation of the matrix and other than grade jump and 

grade count nothing is highly correlated. 
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 Figure 37: Feature correlation matrix 

 

Therefore, based on the above analysis results, it is evident that there is a real critical 

employee turnover problem in the apparel industry and it is required to identify it in 

advance and take the required actions in order to minimize the turnover. 
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4.2 Evaluation of the Prediction Models: 
 

For the evaluation of the two models, we have identified below standard KPIs used to 

evaluate classification models. 

 
• Accuracy and Precision: Measure the overall correctness of predictions and the 

precision of attrition predictions. 

• Recall and Sensitivity: Assess the model's ability to identify all instances of actual 

attrition. 

• F1 Score: Balance between precision and recall, considering both false positives and 

false negatives. 

• Area Under the ROC Curve (AUC-ROC): Evaluate the model's ability to 

discriminate between attrition and non-attrition cases. 

• Confusion Matrix Analysis: Examine true positives, true negatives, false positives, 

and false negatives. 

 

KPI Turnover Possibility Prediction 

Model 

Turnover Horizon Prediction 

Model 

Accuracy 0.81 0.75 

Precision 0.58 0.63 

Recall 0.48 0.28 

F1 Score 0.69 0.61 

AUC-ROC 0.53 0.38 

Confusion 

Matrix 

 
Figure 38: Model 1 confusion 

matrix 
 

Figure 39: Model 2 confusion 
matrix 
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Base on the above KPIs we can mention that overall accuracy of the 2 models is above 

75% and in an acceptable level. However, precision and recall need to be improved 

further. For this we can, 

• Try more algorithms and ML models 

• Gather more data and retrain the models 

• Identify and add more attributes which can improve the accuracy. 

 

According to the turnover possibility model, out of the available features, below are the 

most impactful variables arranged in descending order. 

 

 

Figure 40: Turnover Probability Prediction Model Feature Importance 
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According to the turnover horizon model, out of the available features, below are the 

most impactful variables arranged in descending order. 

 

 
 

Figure 41: Turnover Horizon Prediction Model Feature importance 
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CHAPTER 5: 
CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion: 
 

In this thesis work, we focus on the employee turnover problem of the executive and 

above cadre in the Sri Lankan Apparel industry and try to predict whether the employee 

will leave his/her current company within the coming year and the probable time period.  

 

To address the first research objective, we have analyzed the executive and above 

employee behavior of one of the biggest apparel manufacturing companies which covers 

more than 50% of the population and with the descriptive analysis we have identified 

that executive and above employee turnover actually has become a critical problem in 

the apparel domain during the last 5 years and the employees who are leaving the 

company are also not new recruits but long-term and skilled employees. We also 

discovered that longer the employees remain in one grade are more likely to turnover 

and more versatile the job roles held, employees are less likely to turnover. So with the 

descriptive analysis on a real company dataset, it is evident that this is a real critical 

problem in the apparel domain and it is required to identify it in advance and take the 

required actions in order to minimize the turnover. 

 

When moving into the prediction part of the project, we have formulated the turnover 

possibly model as a binary classification problem which classifies the employees as who 

have changed the job in the last year as “1” and who continue to work for current 

company as “0”. For the turnover horizon model, we have used a multi classification 

model where we have given the labels ‘-1’ for no turnover expected, ‘0’ for turnover 

expected in the first six months and ‘1’ for turnover expected in the second six months. 

 

Since the internal models built by the company, using internal employee system and 

survey data didn’t show reliable results, we focused on data sources which are available 

outside the organization and for the model training we have used publicly available 

employee data from LinkedIn which was scraped through a paid API and after that 

preprocessed and encoded as required for the model development using python.   

 

We apply supervised machine learning algorithms for these classification tasks and we 
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have tried out more than 15 different algorithms. Out of all XGB Classifier algorithm 

gave the best result and same was selected to build the final model. Then we have tuned 

the hyper parameters of the model and was able to improve the model KPIs slightly. We 

have also tried Ensemble method to try combining multiple models, but it didn’t give 

better results. Experimental results are evaluated with accuracy, precision, recall, F1 

score and AUC-ROC metrics. For the turnover possibility model, we achieved an 

accuracy of 81% and for the turnover horizon model, we were able to achieve an 

accuracy of 75%.  

 

As the most influential features for the turnover possibility, we have got the features 

such as number of level-ups in the company, level-ups outside the company, maximum 

job duration, last job grade, average job duration, tenure of employment, last 

qualification level and the time since last academic qualification obtained. Therefore it 

is clear that these features have a high influence in an employee taking a decision to 

change the job and hence should be monitored continuously. Finaly, we have developed 

a user interface for the end user where the user can input the required LinkedIn profile/s 

and get the 2 main outcomes which are employee turnover risk score and probable 

turnover timeline. We have used Visual Studio to create a command line interface and 

this can be further developed to have a graphical user interface.  

 

As the conclusion, we can state that there is a real problem of executive and employee 

turnover in the apparel industry. It seems that models built with internal date doesn’t 

give much reliable results. Solution we have built is able to predict the possibility and 

horizon of an employee turnover and with the given user interface, any user can easily 

use the tool to obtain the same in a very quick time. 
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5.2 Future Work: 
 

In this study we have used only publicly available data since the internal models didn’t 

show much accurate result. As the next step we are planning to combine the external 

data with internal data and fine tune the model further to get a higher accuracy and 

prediction performance. With more personal data like salary and employee feedback, 

we will be able to identify more influential variables for the employee turnover. 

 

We focus on only "external" turnovers of the employees. "internal" turnovers 

(intercompany position changes) can also be studied. In this study, only the employees 

working in the apparel industry are analyzed. However, each industry may have a 

different turnover pattern. As a future work, the problem can be specified as the analysis 

of the employees from a certain industry or certain company in terms of turnover.  

 

We use publicly available employee and company information to extract the features 

and train our models. With new features, even detailed features, our models can be 

improved. The influence of social connections of the employees for turnover problem 

can be studied. Additionally, we analyze the turnovers from employee perspective. From 

company perspective, the problem can be stated as prediction of company turnover rate 

by considering employee turnovers and can be studied as a regression problem. 
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APPENDICES 

 
A.1 Final Feature List 

No Type Feature Example 

1 
Personal profile sagara-lakmal-

3b5634105 
2 male 1 
3 sri_lankan 1 
4 Job Data number of jobs 4 
5 first job level 1 
6 first job recency months 67 
7 first job duration months 10 
8 first company size 4 
9 first company age years 36 

10 first company apparel 1 
11 first company sri lankan 1 
12 last job level 5 
13 last job recency months 19 
14 last job duration months 19 
15 last company size 2 
16 last company age years 44 
17 last company apparel 0 
18 last company sri lankan 1 
19 minimum job duration months 10 
20 maximum job duration months 20 
21 average job duration months 16 
22 total job duration months 66 
23 number of turnovers 2 
24 number of companies 3 
25 number of levelups 3 
26 total level ups 4 
27 average years for levelup 1.30 
28 total LUs within company 2 
29 total LUs ouside company 2 
30 number of lateral movements 0 
31 duration ratio in sri lanka 1 
32 duration ratio in apparel 0.41 
33 Education number of qualifications 4 
34 first qualification level 2 
35 first qualification recency years 2 
36 first qualification duration years 3 
37 first institute size 3 
38 first institute age years 137 
39 first institute sri lankan 1 
40 last qualification level 5 
41 last qualification recency years 2 



 
 

 

II 
 

42 last qualification duration years 3 
43 last institute size 1 
44 last institute age years 21 
45 last institute sri lankan 1 
46 minimum qualification duration years 1 
47 maximum qualification duration years 8 
48 average qualification duration years 4.25 
49 total qualification duration years 17 
50 number of institutes 4 
51 qualification level ups 4 
52 duration ratio in sri lanka 0.94 
53 number of qualifications 4 
54 first qualification level 2 
55 first qualification recency years 2 
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