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ABSTRACT 
 

Knowledge is an important asset to all human beings to lead a successful life. Normally people 

gain knowledge through several ways and resources. Visually impaired people face a lot of 

problems throughout their lifetime since normally they gain knowledge through word of 

mouth, audio books, and using braille systems. They need support or assistance to carry out 

even their day-to-day tasks. So, it is very important to initiate necessary steps to help them 

using the prevailing technologies. So that they can also lead a good life. Nearly a million in 

Sri Lanka suffer from blindness or from conditions that could lead to blindness. Blind people 

are unable to perform visual tasks. Most published printed works do not include braille or 

audio versions. There are some systems that use the OCR framework for recognition of its text, 

which is then synthesized through a process of TTS for languages such as English, Tamil, etc. 

   This study focused on enhancing Text-to-Speech (TTS) technology for the Sinhala language, 

aiming to improve accessibility for visually impaired individuals in Sri Lanka. It tackled the 

challenge of adapting TTS for a low-resource language by utilizing the VAENAR model, a 

strategy previously successful with English, in pursuit of creating a Sinhala TTS system 

capable of delivering natural and intelligible speech. Despite confronting substantial obstacles, 

including significant computational requirements and the inadequacy of the model to produce 

clear speech in both English and Sinhala, the research provided important directions for future 

TTS development. 

The outcomes underscored the critical need for tailored deep learning approaches, enhanced 

linguistic data collection, and stronger collaborative networks within the academic and 

research communities. These elements are vital for crafting TTS technologies that are 

accessible and useful to visually impaired users and broadly beneficial across various linguistic 

groups. This work lays a foundation for future innovations in TTS systems, advocating for 

more inclusive and effective solutions for the Sinhala language and other low-resource 

languages, thereby offering significant contributions to the field and its potential impact on 

society. 
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CHAPTER 1 - INTRODUCTION 

1.1. Overview 
 

Visually impaired people face a lot of problems throughout their lifetime. They need 

support or assistance to carry out even their day-to-day tasks. So, it is very important to 

initiate necessary steps to help them using the prevailing technologies. So that they can 

also lead a good life. Nearly a million in Sri Lanka suffer from blindness or from 

conditions that could lead to blindness (Xinhuanet.com, 2020). Blind people are unable to 

perform visual tasks. Most published printed works do not include braille or audio 

versions. There are some systems that use the OCR framework for recognition of its text, 

which is then synthesized through a process of TTS for languages such as English, Tamil, 

etc. 

 

Speech synthesis is a popular area in which several research is being conducted with the 

purpose of helping disabled people. A Text-To-Speech (TTS) is an assistive technology 

that converts normal language text into speech. A computer that is used in this process is 

called a speech synthesizer. The success of a TTS system relies on naturalness, 

intelligibility, preference, and comprehensibility. This TTS system can help the visually 

impaired and people with reading difficulties. Various kinds of experiments have been 

done on TTS using different technologies. Also, we can see research related to Sinhala 

Language that has been done using various deep learning techniques (Weerasinghe, R. et 

al, 2007 ;Kasthuri Arachchige, T.C. (1970)). 

 

Using TTS allows us to develop a powerful chatbot system, which is another important 

benefit. It makes it possible for chatbots to interact with users who might struggle with 

reading or writing, like those who have dyslexia or visual impairments. TTS technology 

also enables chatbots to offer consumers hands-free information access, making it simpler 

for users to communicate with chatbots while taking part in other activities like driving or 

working out. 
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The approaches used for the development of Text to Speech synthesis include 

Concatenation synthesis (Hertz, S.R. (2002)), Formant synthesis (Hertz, S.R. (2002)), 

Articulatory synthesis (Hill, D.R., Taube-Schock, C.R. and Manzara, L. (2017)), HMM 

(Hidden Markov Model) (Jayaweera, A.J.P.M.P. and Dias, N.G.J. (2014) ;  H. U. Mullah, 

F. Pyrtuh, and L. J. Singh, 2015) based synthesis, Sine wave synthesis (Rodríguez Crespo, 

M.Á. et al. (1997)) and Deep learning-based synthesis (Weerasinghe, R. et al, 2007 ; 

Kasthuri Arachchige, T.C. (2023) ;  Saba, R. et al. (2022)). Among these, Deep learning-

based synthesis is the trending approach nowadays. This approach is used to overcome the 

inefficiencies of decision trees used in HMMs to model complex context dependencies. In 

this method Deep Neural Networks are employed to model the relationship between input 

and output in this approach. This approach has improved the naturalness and intelligibility 

of the speech output.  

 

1.2. Motivation 
 

So given the above context in this research, Focus is to find an optimized text-to-speech 

solution that can be give more accurate output in scope of Sinhala Language. This issue has 

been addressed and having discussions lately in research communities and trying to find a 

better solution with the latest technologies and techniques. By studying and analyzing the 

similar systems and technologies thoroughly, found that the making an optimized Sinhala 

TTS System would be valuable, especially for Visually impaired people whose mother 

tongue is Sinhala. Since these kinds of improved systems are currently available in English 

and some other foreign language, we try to fulfill this gap by addressing the research 

question, “How can we utilize the existing deep learning techniques used for other 

languages to improve the existing Sinhala Text-to-Speech?” which is the main research 

question that we are addressing through this research.  

 

Accordingly, as sub research questions, 

1. What are the current limitations of Text to Speech (TTS) systems, and how can they be 

improved to better mimic natural human speech? 

2. How can machine learning and deep learning algorithms be used to enhance TTS 

systems, and what type of data is required for training these algorithms? 

3. How can we finetune the identified approach to improve the quality of the Sinhala TTS? 

have been discussed to provide the best solution for the identified problem. 

 



3  

1.3. Statement of Problem 
 

While several TTS models exist for the English language, challenges persist when it comes 

to providing accurate and efficient solutions for low-resource languages like Sinhala. These 

limitations can hinder the accessibility and usability of TTS technology, particularly for the 

visually impaired members of the Sri Lankan community. Therefore, there is a pressing 

need to enhance Sinhala TTS systems to ensure greater accuracy and accessibility, 

ultimately benefiting those who rely on this technology within the community. 
 

1.4. Research Aims and Objectives 
The primary focus of the research is elaborated under the aims and objectives. 

 

1.4.1 Aim 

So, the primary aim of this research was to find and develop an optimized Text-to-

Speech (TTS) system for the Sinhala language, aimed at enhancing accessibility for 

visually impaired individuals and enriching applications like chatbots. 

 

1.4.2 Objectives 

 Identify a suitable and novel DL approach for Sinhala Language. 

 Identify suitable dataset with high quality data which can be used for DL. 

 Identify gaps and limitation of the novel DL approach. 

1.5. Scope of the Study 

1.5.1. In Scope 
The following will be covered under the scope of the research. 

 Deep Learning Model Implementation: : This involves exploring deep 

learning frameworks, including Tacotron 2, VAENAR, and WaveNet, to capture 

and reproduce the distinctive phonetic and prosodic characteristics of the Sinhala 

language. 

 Dataset Compilation and Enhancement: Curating a diverse and extensive 

dataset specific to Sinhala, which includes collecting high-quality speech 

recordings and corresponding text transcriptions to train the deep learning 

models effectively. 

 



4  

1.5.2. Out of Scope 
Below areas do not cover under the scope of this project. 

 This project is specifically tailored to enhancing Text-to-Speech (TTS) 

technology for the Sinhala language. It does not extend to improvements for 

other low-resource languages. 

 

1.6. Structure of the Thesis 
The first chapter of the dissertation outlines the background of the research area as well 

as research questions, aims, methodologies, and scope of the research. Chapter 2 of the 

dissertation critically reviews the research area and identifies the research gap clearly, 

further it discusses the importance of the problem using literature as well as possible 

avenues for solutions to the problem. Methods and tools that have been used in the proof 

of concept prototype are also included in Chapter 2. Chapter 3 focuses on research 

design. Further, it describes the evolution of the design and design choices made during 

the research process. Chapter 4 explains details about implementation and challenges 

that occurred during the implementation. Chapter 5 discusses the evaluation of the 

proposed model and the results. Finally, Chapter 6 provides discussions and conclusions 

about the positive and negative outcomes of the results as well as limitations and future 

avenues for the research. 
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CHAPTER 2 - LITERATURE REVIEW 

 
This chapter would give essential background information referring to published material 

in research papers, magazine articles and similar literature related to the topic of Text-to-

Speech Synthesis as well as to some of the specific tools selected to conduct this study. 

 

TTS for English languages (Sasirekha & Chandra, 2012) has been able to achieve a high 

percentage of accuracy in conversion, but the TTS for Sinhala Languages is still lacking 

when taking the terms of accuracy. The plan is to address the accuracy issue of TTS 

systems for the Sinhala language through research. Existing TTS systems using machine 

learning and deep learning for the languages have been examined, and relevant research 

papers have been reviewed to gain insight and knowledge in the research area. 

 

2.1. Machine Learning Literature 
 

The research paper on "Text-to-Speech Synthesis System for Tamil Using HMM” 

(Jayakumari & Jalin, 2019) undertakes a comprehensive approach to develop a Tamil TTS 

system leveraging Hidden Markov Models (HMM). At the core of this study is the 

extraction and manipulation of speech features, pivotal for converting textual data into 

synthesized speech. The methodology begins with the utilization of Mel Frequency 

Cepstral Coefficients (MFCCs), a method known for its effectiveness in capturing the key 

acoustic properties of speech. These coefficients are essential for denoising and preparing 

the audio data for further processing. To enhance the speech signal, particularly its high-

frequency components, a pre-emphasis filter is applied, which compensates for the natural 

attenuation of high frequencies during sound production. This step is crucial for achieving 

a balanced and clear speech signal. 
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Figure 2.1 - Architecture of Tamil TTS with HMM 

 

Following the initial processing, the methodology employs windowing techniques, 

segmenting the speech into manageable frames and applying a Hamming window to each. 

This reduces spectral distortion, ensuring that the analysis can accurately capture the 

nuances of the speech signal. The conversion of these time-domain signals into the 

frequency domain is accomplished through the Fast Fourier Transform (FFT), enabling 

the detailed analysis of the speech's frequency components. The application of the Mel 

filter bank further refines this process, emphasizing lower frequencies and smoothing the 

spectrum. Finally, the system is built using the festival framework, chosen for its 

language-independent capabilities and flexibility in integrating new modules for speech 

synthesis.  
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Despite the robustness of the methodologies and the use of advanced techniques, the paper 

acknowledges the challenges in fully capturing the naturalness of human speech. The 

research highlights the strides made in improving speech intelligibility and quality through 

these techniques, while also noting the ongoing need for enhancements to achieve truly 

lifelike speech synthesis in Tamil. 

 

 
Figure 2.2- Tamil Speech Output 

        The paper "Text to Speech Synthesis System for Tamil" by (Sangeetha et al, 

2013) outlines a comprehensive methodology for developing a corpus-driven Tamil Text-

to-Speech (TTS) system, leveraging the concatenative synthesis approach. The authors 

focus on achieving naturalness and intelligibility, crucial qualities of synthesized speech, 

by using words and syllables as the basic synthesis units. The corpus consists of speech 

waveforms collected for frequently used words across various domains, with a speaker 

selected based on subjective and objective evaluations of both natural and synthesized 

waveforms. This meticulous approach ensures the synthesized speech closely resembles a 

natural human voice, highlighted by the system's utility in generating a high-quality Tamil 

text-to-speech WAV file. 
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Figure 2.3- Tamil Text-to-Speech 

The evaluation of the proposed system's output involved subjective tests, where human 

listeners ranked the quality of processed voice files on a Mean Opinion Score (MOS) scale 

ranging from 1 (Bad) to 5 (Excellent). This scale is a common method for assessing voice 

quality, providing a quantitative measure of the synthesized speech's intelligibility, 

naturalness, and overall quality. Tests conducted with a group of students in a laboratory 

environment yielded MOS scores that reflect the effectiveness of the system's 

methodology in producing intelligible and natural-sounding speech. The results, showing 

scores for sentences constructed with words both within and outside the speech corpus, 

demonstrate the system's capability and the success of the concatenative approach in 

preserving the naturalness and intelligibility of the synthesized speech. 

A Human Quality Text to Speech System for Sinhala" (Nanayakkara et al. (2018)), This 

paper proposes an approach on implementing a Text to Speech system for Sinhala 

language using MaryTTS framework. In this project, a set of rules for mapping text to 

sound were identified and proceeded with Unit selection mechanism. The datasets used 

for this study were gathered from newspaper articles and the corresponding sentences were 

recorded by a professional speaker.  

For this evaluation process they recorded the voice generated from the build Sinhala TTS 

for 15 selected sentences and then they facilitated to listen those pre-recorded 15 sentences 

for everyone in their testing sample and asked them to write down the sentence they can 

hear while ranking the speech quality and the naturalness of them according to the grey 

scale given. The responses were marked separately in the evaluation sheets and the 

analysis were made based on those responses. Based on the observation of re-written 

sentences the intelligibility of the Sinhala TTS system was measured, which was defined 

as follows, 
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Equation 1 - Intelligibility calculation 

Where X = number of correctly identified words and Y = total number of words in the 

sentences Based on the results they calculate the quality of the TTS. 

 

 
Figure 2.4 - Quality of the synthesis voice in visually impaired(left) and sited category (right) 

They describe their outcomes performance in 3 aspects,  

1. Intelligibility  

2. Speech quality 

3. Naturalness. 

Also, they were able to be evaluated by the blind community and the sighted people 

separately. in Figure 2.4 we can see sited category has given higher values for the speech 

quality and the naturalness (70%) as well. May be the sited category have no previous 

experience on listening TTS voices, they may have heard the Sinhala TTS voice better 

than the visually impaired evaluators. 

 

Festival-si: A Sinhala Text-to-Speech System (Weerasinghe, R. et al, 2007), In this 

research, they describe the implementation and evaluation of a Sinhala text-to-speech 

system based on the diphone concatenation approach. The festival framework was chosen 

for implementing the Sinhala TTS system. The festival-si was evaluated under 

intelligibility criteria since it’s a general-purpose TTS tool which doesn’t guarantee the 

naturalness of the speech. In this research the design of a diphone database and the natural 

language processing modules developed has been described. 

They have used Modified Rhyme Test (MRT) which was designed to test TTS System. 

They have achieved 71.5%. According to the authors' knowledge, this is the only reported 

work in the literature describing the development of a Sinhala text-to-speech system, and 



10  

more importantly, the first Sinhala TTS system to be evaluated using the stringent 

Modified Rhyme Test. 

 

 

2.2. Deep Learning Literature 
 

TacoSi: A Sinhala Text to Speech System with Neural Networks (Kasthuri Arachchige, 

T.C. (2023)), In this research, A TTS (text-to-speech) system called TacoSi has been 

developed using an algorithm based on Tacotron, and it has been trained with pairs of raw 

text and audio. With raw text as input, TacoSi can produce speech in Sinhala that sounds 

like it was spoken by a human. Another advantage of TacoSi is that it can pronounce rare 

words that were not seen during training, and it can also comprehend common symbols, 

numerical values, and abbreviations used in written Sinhala. In here the model was trained 

using the "PathNirvana" dataset that is openly accessible. There are 3300 sentences in this 

collection totaling 7.5 hours of recordings. 

In here, the text was preprocessed using methods that were used for training before 

synthesizing. The TensorFlow implementation of Griffin Lim (GRIFFIN, D. and LIM 

J, IEEE) algorithm is used to convert wav form from spectrograms. The synthesizing takes 

approximately 30 seconds on Collab environment which used for training. 

 

  

 
Figure 2.5 - TacoSi Training Algorithm 

The base of the above training algorithm (Figure 2.5) is the Tacotron (Wang, Y. et al, 
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2017). The Tacotron was introduced by Google in 2017. Though Google haven't shared 

the source code of the implementation with the public yet, few individuals have made 

attempts to implement Tacotron described in the paper and published their source code 

with open-source licenses. Using the TensorFlow library the Tacotron model was 

implemented by referring to numerous online sources.To train the Tacotron model, a 

cloud environment (Google Colab) was used with upgraded RAM to 26.75 GB and Tesla 

T4 GPU. 

 

They have evaluated using MOS Score (Vishwanathan, M, 2005;Nanayakkarara et al. 

(2018)) using below formula. 

 
Equation 2 - MOS and Intelligibility 

The TacoSi obtained 4.39 MOS by equation (1) and obtained was able to achieve a 0.84% 

of intelligibility score according to equation (2). Also, we can see they have gained an 

improvement compared with work done by (Nanayakkarara et al. (2018))  

 

          
Factor Nanayakkarara et al. (2018)’s 

Stats 

Evaluation of TacoSi 

Intelligibility 70% 84% 

Naturalness 70% 78.2% 

Speech Quality 65% 86.4% 
Table 2.1 - Comparison with previous work 

Urdu Text-to-Speech Conversion Using Deep Learning (Saba, R. et al. (2022)), This 

Research aimed to create a system that takes Urdu textual content as input and then 

produces an audio version of the same textual content by using state-of-the-art techniques. 

In the proposed deep learning-based technique, Tacotron 2 with WaveGlow (Shen, J. et 

al. (2018)) is used. They trained on a preprocessed dataset before being tested on a dataset 

of 100 sentences.  
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Figure 2.6 - Tacotron 2 architecture for Urdu TTS 

The Urdu phonetic corpus is used in this study for training. The speech corpus consisted 

of the 70 minutes of reading speech and consisted of the 780 voraciously created sentences 

representing all the phonetics and tri-phonemic combination of the Urdu language. The 

input text is passed through an encoder which consist of three components (Mentioned in 

Figure 2.6), character embedding, three convolution layers and the Bidirectional LSTM. 

The output of the proposed system is generated in sound waves that sound waves are based 

on the Mel spectrogram. These sound waves are the speech/audio of the input text 

sequence. 

 

The results are evaluated using the Mean Opinion Score (MOS), which is a standard 

performance evaluation measure in the TTS conversion domain. In this study fifty native 

Urdu language speakers are involved for evolution of output speech generated by Urdu 

TTS. The evaluation results of them show that the proposed approach outperformed the 

existing approaches, achieving a MOS of 3.76. Below table 2.2 shows the overall 

evaluation results against those evaluators. 
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Table 2.2- Evaluation Results Based on Criteria 

 

This study also compares the results of using Tacotron 2 with WaveGlow for Urdu TTS 

with some other languages that used the same technique. Below table 2.3 presents the 

comparison of MOS score for different languages. 

 

 
Table 2.3- Comparison of MOS Score for Different Languages 

 

VAENAR-TTS: Variational Auto-Encoder based Non-Autoregressive Text-to-Speech 

Synthesis (Lu et al., 2021), In this research they have implemented a TTS with Non-

Autoregressive model and achieved state-of-the-art synthesis quality. The autoregressive 

Text-to-Speech (AR-TTS) models produce high-quality speech but are slow due to 

sequential decoding. Non-autoregressive TTS (NAR-TTS) models offer faster parallel 

decoding but rely on complex phoneme-level durations for alignment, affecting 

naturalness. The proposed VAENAR-TTS model introduces an end-to-end solution, 
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eliminating the need for phoneme-level durations. Operating without recurrent structures, 

it uses a Variational Autoencoder (VAE) to encode alignment information in a latent 

variable. During decoding, attention-based soft alignment reconstructs the spectrogram. 

VAENAR-TTS achieves top-tier synthesis quality with a speed comparable to other NAR-

TTS models, showcasing the effectiveness of VAE architecture in addressing TTS 

challenges. 

 

 
Figure 2.7 - Architecture of VAENAR-TTS 

As shown in above Figure 2.7, It consists of a text encoder, a posterior encoder, a prior 

encoder, a length predictor, and a decoder. The text encoder aims to encode the raw 

character sequence into the context-aware linguistic feature X. Also, they have conducted 

MOS calculation for this model and they could achieve higher MOS values compared to 

other models specially with Tacotron 2 model which I have mentioned in earlier literature 

reviews. Those results are mentioned below in table 2.4. 

 
Table 2.4 - Comparison between different TTS Models 

This VAENAR-TTS implemented focusing on English language and another few low-

level languages such as mandarin. So up to present day no one has try this approach for 

Sinhala language. 
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2.3. Sinhala G2P Approaches Based Literature 
 

The paper "Sinhala G2P Conversion for Speech Processing" by Nadungodage et al. 

(2018). discusses the development of a rule-based method for converting Sinhala text 

strings into phonemic representations, addressing the challenge posed by the Sinhala 

writing system's lack of a direct correlation with its spoken form. The authors enhance 

an existing set of rules to achieve more accurate grapheme-to-phoneme (G2P) 

conversion, critical for speech processing applications. Their evaluation demonstrates 

the effectiveness of these sound pattern rules in improving the accuracy of Sinhala G2P 

conversion, highlighting the importance of rule-based approaches in processing under-

resourced languages like Sinhala. 

 
               Figure 2.8 - G2P Mapping for Consonant Characters 
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                Figure 2.9 - Sinhala Diphthongs Mapping with Examples 

 

This strategy has proven effective, achieving an impressive approximate accuracy of 

98% in their evaluations, underlining the potential of rule-based systems in handling the 

complexities of the Sinhala language for speech processing applications. So, I used a 

pretrained model of this to convert grapheme to phonetics during the preprocessing stage 

of my implementation. 

 

All the above-mentioned studies focused on improving text-to-speech in various ways. 

If we consider the accuracy of the Sinhala TTS system, still we can improve output with 

deep learning techniques. So, the Study that will be conducted through this project will 

be focused on achieving that goal. 
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CHAPTER 3 - METHODOLOGY 

3.1. Introduction  
This chapter explains how research questions are addressed. Further, it describes the 

design choices and evolution of the model throughout the research and describes the 

design evolution and analysis of each design approach. Apart from that this chapter 

provides a higher-level architecture of the proposed approach and definitions and 

assumptions made during the research. 

 

3.2. Design Evolution  

3.2.1. Selecting a Proper Deep Learning Technique 
The initial stage of my study involved a thorough review of Tacotron 2, the VAENAR 

approach, and additional significant deep learning research, aiming to identify 

opportunities for advancements in Sinhala Text-to-Speech (TTS) systems. This 

exploration was geared towards uncovering innovative techniques and methodologies 

that could potentially elevate the performance and naturalness of Sinhala TTS. 

 

 One notable advancement explored is applying Tacotron 2 for Sinhala TTS, as 

discussed in the "Taco Si Research" by Kasthuri Arachchige, T.C. (2023). The 

study highlights the integration of the WaveNet architecture as a key 

enhancement, emphasizing the need for parameter optimization and the use of a 

multi-speaker dataset.  

 Additionally, the VAENAR-TTS approach by Lu et al. (2021), though applied 

to English and Mandarin, has not yet been explored for Sinhala. The original 

VAENAR-TTS model revolutionizes English text-to-speech synthesis by 

integrating a Variational Auto-Encoder (VAE) within a non-autoregressive 

framework.  

Given the above insights, it has led me to pursue the adaptation of the VAENAR 

approach for developing a Sinhala TTS system, addressing the identified gaps and 

leveraging the potential for enhanced synthesis quality and linguistic diversity. 
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3.2.1.1. Why VAENAR is a better approach compared to Tacotron 2? 

The superiority of the VAENAR model over Tacotron 2 in synthesizing Sinhala 

TTS is substantiated by its innovative approach and the empirical evidence 

presented in the literature review section. As outlined in "VAENAR-TTS: 

Variational Auto-Encoder based Non-Autoregressive Text-to-Speech Synthesis" 

by Lu et al. (2021), the VAENAR model demonstrates a marked improvement 

in Mean Opinion Score (MOS) compared to Tacotron 2's implementation for 

English. This benchmark serves as a compelling justification for adopting the 

VAENAR model in my thesis, particularly for enhancing Sinhala TTS systems. 

This makes VAENAR particularly suited for languages like Sinhala, where tonal 

nuances and speech variability are important for naturalness. 

  

3.2.2. Research High level Design 
The high-level design for the Sinhala TTS system includes several preprocessing steps 

as well as core processes such as model training and audio synthesis. The key 

components of the research design, which are aimed at developing a Sinhala TTS 

system, are illustrated in Figure 3.1. This design outlines the workflow from the initial 

input of paired audio-text data, which is stored in a dataset repository, through to the 

cleaning and normalization of text data. It then details the extraction of mel-

spectrograms from the audio data, which is a crucial step for feature representation. 

Subsequently, the model is trained using the Variational Autoencoder Non-Attentive 

Tacotron (VAENAR) architecture. The final stage involves the generation of 

synthesized speech in the form of output audio in WAV format, using the trained model 

and a vocoder, from new Sinhala text inputs. 
 

 
Figure 3.1 - High Level Research Design 
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3.2.3. Selecting a Proper Sinhala Dataset 
Dataset - Path Nirvana Sinhala TTS Dataset [5] 

 

This is a publicly available High Quality Multi Speaker Sinhala dataset for Text to 

speech algorithm training specially designed for deep learning algorithms. As I 

mentioned in section 2 this dataset was used in the "Taco Si Research" by Kasthuri 

Arachchige, T.C. (2023 as well. 

 

Stats 
 Number of Recordings: 6248 

 Total Length: 13.7 hours 

 Maximum Length: 15 seconds 

 Minimum Length: 2 seconds 

 Number of Unique Characters: 54 roman 

 List of Roman Characters: 

!'(),.:;=?abcdefghijklmnoprstuvyæñāēīōśşūǣḍḥḷṁṅṇṉṛṝṭ 

 Silences have been removed from both the beginning and the end of the 

recordings. 

 Sample Rate 22050Hz and 16-bit PCM encoded similar to the ljspeech dataset. 

 

Credibility of above-mentioned dataset: 

 Substantial Size and Length: With 6248 sentences and 13.8 hours of 

recordings, this dataset provides a comprehensive and substantial collection of 

Sinhala language data. The length of the recordings ensures a diverse and 

representative dataset for training text-to-speech algorithms. 

 Multi-Speaker Representation: Featuring two distinct speakers, Ven. 

Mettananda and Mrs. Oshadi, the dataset encompasses a variety of voice 

characteristics. This multi-speaker approach enhances the dataset's diversity, 

making it more adaptable for training algorithms to handle different speech 

styles and nuances. 

 Capture of Rarely Used Syllables: An effort has been made to capture rarely 

used syllables in the Sinhala language, particularly those with Sanskrit and Pali 

origins. This attention to detail increases the dataset's richness, addressing 

potential challenges in synthesizing less common linguistic elements. 
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 Detailed Documentation: The dataset provides information about the origin of 

recordings, specifying that they were done during the second quarter of 2023. 

Additionally, acknowledgment of potential errors and an invitation for 

contributions to the repository demonstrate transparency and a willingness to 

improve the dataset. 

 
Figure 3.2 - audio text mapping in dataset 

In summary, the Path Nirvana Sinhala TTS Dataset establishes credibility through its 

substantial size, multi-speaker representation, attention to rarely used syllables, detailed 

documentation, and an open contribution model. These factors collectively contribute 

to the dataset's reliability for training deep learning algorithms in the domain of Sinhala 

text-to-speech. 

 

3.2.4. Preprocessing Phase 
For adapting VAENAR to the Sinhala language, the preprocessing phase requires 

several key changes after identifying a suitable Sinhala dataset. First, it's essential to 

transcribe the dataset into phonetic representations that accurately reflect Sinhala's 

phonemic nuances. 

During the preprocessing phase, audio files were transformed into linear and mel 

spectrograms using the librosa, numpy and scipy libraries. These spectrograms were 

stored as numpy array files (.npy format), and a metadata file (metadata.csv) was created 

linking the spectrograms to their corresponding textual utterances. To enhance system 

performance, specific text normalization methods for Sinhala were implemented, 

addressing the unique requirements of Sinhala TTS. To convert Sinhala graphemes to 

phonemes (G2P), I utilized a pre-trained model from the paper "Sinhala G2P Conversion 

for Speech Processing" by Nadungodage et al. (2018), as mentioned in the literature 

review section 2.3. Figure 3.3 illustrates how this G2P dictionary was integrated into the 

preprocessing logic. 
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Figure 3.3 - Mapping Sinhala phoneme from dataset 

3.2.5. Training Phase 
The VAENAR-TTS model's training phase for Sinhala language adaptation involves a 

sophisticated architecture comprising multiple encoders, a length predictor, and a decoder. 

Initially, the text encoder processes raw Sinhala character sequences into context-aware 

linguistic features. The model employs both a prior and posterior encoder to handle the 

distributions of latent variables based on these features and the given spectrograms, enhancing 

the model's ability to capture the nuances of Sinhala speech. The length predictor plays a crucial 

role in determining utterance durations, vital for maintaining natural speech flow in the Sinhala 

language. 

During training, the VAENAR-TTS model leverages a loss function that includes mean squared 

error (MSE) for spectrogram prediction accuracy and KL-divergence to minimize the difference 

between the prior and posterior distributions. This approach ensures the Sinhala TTS system not 

only generates high-quality speech but also maintains linguistic accuracy. The decoder's use of 

Transformer blocks aligns the linguistic features with the latent variables, crucial for 

synthesizing natural-sounding Sinhala speech. This phase is pivotal in refining the model's 

capability to produce clear, natural Sinhala speech, setting a foundation for high-quality TTS 

applications. 

 

Loss Function: 

 

 
Equation 3 - Formula for Equation calculation 

 

 MSE (Y, Ý): This is the mean squared error between the predicted spectrogram, Ý and 

the actual spectrogram Y, indicating the fidelity of the synthesized audio to the true 

audio. 

 αDKL (Q (Z|X, Y) ||P(Z|X): This is the KL divergence, weighted by α, quantifying the difference 
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between the predicted posterior distribution Q(Z|X,Y) of the latent variable Z, based on the 

linguistic features X and spectrogram Y, and the prior distribution P(Z|X) of Z based solely on 

X. 

 βMSE (log(L), log(Ĺ)): This term, weighted by β, represents the mean squared error 

between the logarithm of the predicted and actual utterance-level durations, log(Ĺ) and 

log(L) respectively, ensuring accurate prediction of speech timing. 

 Overall, the hyperparameters α and β balance the contribution of each part in the loss 

function to optimize both acoustic and temporal aspects of speech synthesis. 

 

3.2.4.1. Alignment Learning in VAENAR approach. 
In the realm of Text-to-Speech synthesis, achieving precise alignment between 

linguistic features and the corresponding spectrogram is crucial for generating high-

quality speech. The VAENAR-TTS model innovates by learning this alignment 

without relying on autoregressive components. It employs an annealing reduction 

factor which, by initially simplifying alignment via shortened sequences and 

subsequently refining detail as training progresses, facilitates both early learning and 

nuanced detail capture. Additionally, the model incorporates a causality mask within 

the self-attention mechanism, enhancing temporal feature focus and reducing 

repetition errors, thus bolstering the alignment's accuracy. 

3.2.6. Environment Setup 
In adapting the VAENAR-TTS model for Sinhala Text-to-Speech synthesis, I refined 

the optimization process using the Adam optimizer. Initially setting the KL-divergence 

weight at a precise 0.00001 and facing initial KL losses between 300-400, I 

incrementally adjusted this value during the training. By adjusting to values of 0.1 and 

1, I managed to significantly mitigate the loss as mentioned in below figure 3.4. 

 
Figure 3.4 - KL Loss Reduction During Training 
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The reduction factor, r, is initially set at 5 to simplify the early stages of alignment 

learning and is methodically decreased by 1 every 150 epochs. This decrease continues 

until r reaches the value of 2, beyond which it is held constant, allowing the model to 

refine its understanding of the finer details in the later stages of training. The training 

proceeds for a total of 2000 epochs to thoroughly embed the complexities of Sinhala 

speech patterns into the model. This model was trained using varies GPU resources such 

as AWS G instance, UCSC Deep learning box, google colab pro A100 GPU with higher 

RAM, GCP VM instances. 
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CHAPTER 4 - IMPLEMENTATION 

4.1. Introduction  
This chapter explains the implementation of the proposed model. Further this will 

describe the evolution of the Proof-of-Concept implementation and it describes the 

technologies and software’s used in the implementation and analysis of those tools. 

 

4.2. Dataset alignment and preprocessing techniques 
 

The preliminary stage of Sinhala Text-to-Speech synthesis development, logic needed 

to be implemented for reading the metadata of the Sinhala dataset. The decision had to 

be made between utilizing Sinhala characters directly or opting for Romanized 

characters. Due to the compatibility of the g2p model with Sinhala, the choice to use 

Romanized characters was made more straightforward, given their similarity to English 

characters. Furthermore, a text cleaning function was developed to ensure the text was 

prepared in a normalized form. For further enhancement of text normalization, such as 

handling abbreviations, the "re" library was utilized, allowing for the refinement of input 

text for the TTS system. 

 

For audio processing, ‘librosa’ was used along with the ‘scipy.io’ module to manage 

WAV file operations. The process was initiated by reading a metadata CSV file, 

structured similarly to the LJ Speech Dataset, which included crucial mappings of audio 

file names to their textual utterances. The WAV files corresponding to these mappings 

were then processed; they underwent resampling to the required rate and were 

normalized to a consistent volume level, as dictated by the maximum WAV value 

specified in the configuration. This preparatory work ensured that the raw data was in 

an ideal state for alignment and further processing, laying a solid foundation for the TTS 

model's robust performance. 

 

In the second stage of the implementation, a comprehensive preprocessing pipeline was 

developed, laying the groundwork for the Sinhala TTS system. The Python-based 

framework utilized libraries such as tgt, librosa, and numpy, with a focus on extracting 

and processing acoustic features from the raw audio data. This involved a process where 

each audio file underwent normalization, feature extraction, and a transformation from 

graphemes to phonemes using a pre trained Sinhala g2p dictionary done by 
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Nadungodage et al. (2018). The preprocessing also strategically handled data 

augmentation, speaker identification, and the division of data into training and 

validation sets to ensure robust model training.  

 
Figure 4.1 - Process of dividing data into validation and training 

 

The output of this stage was a structured dataset, with metadata annotations facilitating 

subsequent modeling phases. 

 

 
Figure 4.2 - Method for preparing mel spectrogram and npy arrays. 

 

Continuing from the initial setup of the preprocessing framework, the project advances 

into a next phase where individual audio files and their corresponding textual 

information are prepared. At this juncture, each audio file is transformed into a mel-

spectrogram (Figure 4.2), which is an essential step as it converts the complex auditory 

data into a visual and quantifiable format that deep learning models can utilize 

effectively. 

 

The outcome of this phase is a well-organized dataset, where each piece of processed 

data is carefully annotated with relevant metadata. This dataset is tailor-made to ensure 

seamless integration into the machine learning pipeline that follows. The preparation 
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conducted in this stage embodies the critical groundwork necessary for enabling the 

sophisticated algorithms of the TTS system to generate speech that closely mimics 

natural human intonation and rhythm. 

 

This thorough and detailed preprocessing sets a strong foundation for the project, 

ensuring that the nuances of the Sinhala language are captured and represented, ready 

for the intricate process of speech synthesis. The quality of synthesized speech relies 

heavily on the precision and meticulousness of this stage, highlighting its importance in 

the overall success of the TTS system's development. 

4.3. Preparing VAENAR Model for training 
For the preparation, we built two main parts of our system using PyTorch, which is 

great for developing complex algorithms that can learn from data. These two parts are 

the Transformer Encoder and Decoder. The Encoder's job is to read the input text and 

understand the context of each word and how each word relates to the others. It turns 

this understanding into a form that the computer can work with to produce speech. 

Then, the Decoder takes over. It uses the Encoder's output and additional information 

to generate the actual speech sounds, represented as mel-spectrograms.  

 

One of the interesting parts of this implementation is its ability to pay attention to 

different parts of the sentence as it generates speech (self-attention mechanisms). This 

means it can focus more on certain words or sounds as needed, making the speech 

output more natural and similar to how humans speak. 

 

 
Figure 4.3- Self attention handling code block 
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But there's more to speech than just the words and their order. The way someone says 

something like their tone or emotion, can change the meaning. To capture these 

subtleties, we introduced what are called latent variables. Think of these as hidden 

factors that influence how the speech sounds, such as pitch and emotion, which aren't 

directly mentioned in the text. We use two special networks, one focusing on the actual 

speech input and the other on the text input, to model these variables. This setup could 

have helped our system understand and generate the rich variety of human speech, even 

from just text. 

 

By sampling these latent variables in a specific way, our system can produce diverse 

and realistic speech sounds. This means that even with the same text, VAENAR can 

generate speech that sounds slightly different each time, much like how people might 

say the same sentence in various ways depending on their mood or context. By this part 

We can bridge the gap between written Sinhala text and spoken language, making it 

possible for machines to produce speech that feels natural and lifelike. By understanding 

the context of words, focusing on different parts of the text, and capturing the subtleties 

of speech, we're making digital content more accessible and engaging for Sinhala 

speakers. 

 

To ensure the speech not only flowed naturally but also resonated with the clarity and 

richness of human conversation, we implemented a dual-quality check. One part reviews  

the speech's fidelity, ensuring the generated sounds are a faithful representation of 

human speech, while the other ensures the model's learned patterns are meaningful and 

varied. This dual approach helps in refining the speech output to sound more lifelike and 

engaging. 

 

4.4. Training Stage of the model 
 

In the process of training our Sinhala Text-to-Speech model, we adopted a detailed and 

iterative method. The model's task was to learn the conversion of text into speech. 

Throughout this process, we conducted evaluations using specific criteria to ensure the 

model was processing information correctly (such as KL divergence). 
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Figure 4.4 - Training Monitoring 

To facilitate learning, we included steps for the model to adjust its approach based on 

feedback, akin to fine-tuning. Regular checkpoints were made to gauge the model's 

ability to produce speech and to provide a recovery point for any interruptions in 

training. 

 

Adjustments to the model's parameters were made as needed, with the goal of improving 

its grasp of speech nuances. This was part of an ongoing effort to organize and manage 

the data effectively. 

 

This training regimen was designed with the intention of achieving a model capable of 

generating natural-sounding speech. However, it's important to note that the final output 

did not meet the intended goal. 

 

4.5. Handling Synthesize Stage 
 In developing the Sinhala Text-to-Speech system, we carefully designed how the 

program handles Sinhala text to create spoken words. We used two different 

approaches for handling the text. One was for dealing with lots of sentences at once 

(batch processing), which is like preparing a big meal by chopping all the vegetables 

at the same time it's more efficient. The other was for taking it one sentence at a time 

(single processing), which is more like focusing on making just one dish taste perfect 

by carefully adding each spice. 
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Figure 4.5 - Handling Batch and Single Texts 

For the batch approach, we gathered lots of Sinhala texts and organized them neatly so 

that our system could work on many sentences simultaneously, saving time. For single 

sentences, we put extra care into making sure each word was ready to be spoken by the 

system, paying close attention to the specific sounds of the Sinhala language. 

 

The main part of turning text into speech happened in a function we designed, which 

was supposed to take our prepared text and turn it into a visual pattern representing 

how the speech should sound. Another part of the system would then take this pattern 

and try to turn it into actual sound. 

 

We also tried to add some variety to how the speech sounded so it wouldn't be too 

repetitive or robotic. We hoped this would make our system's speech sound more like 

a real person talking, with all the natural ups and downs in the voice. 

 

Lastly, we have used a vocoder that take our patterns and turn them back into clear, 

understandable speech. The goal was to make sure that when someone listened to the 

text that had been spoken by our system, it would be as clear as reading the text 

themselves. 

 

Despite adhering to the proven VAENAR research approach that showed promise in 

English, we must acknowledge that the final output for the Sinhala Text-to-Speech 

system did not live up to our expectations. The system was unable to produce clear and 

natural-sounding speech. This underscores the intricacy of TTS technology and the 

specificity required when adapting methodologies across languages with different 

phonetic and linguistic complexities. Although we mirrored the strategies that were 

successful for English, the results for Sinhala were not in quality. 
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4.6. Summary of the chapter 
In summary, the implementation chapter detailed the development process of the 

Sinhala TTS system, explaining the use of advanced neural network architectures. It 

highlighted the systematic approach taken to preprocess text, model acoustic features, 

and attempt synthesis of speech from textual inputs. Despite the sophisticated 

integration of various stages and the potential shown by deep learning technologies in 

this domain, the project encountered significant challenges in realizing high-quality 

speech output for the Sinhala language. 
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CHAPTER 5 - EVALUATION AND FINDINGS 

 

5.1. Introduction  
Results and evaluation chapter describes the complete evaluation of the research and the 

results obtained. This chapter describes the evaluation of the implemented Sinhala TTS 

System, comparison with previous English TTS implemented with same VAENAR 

approach. This chapter also explains the reasons for the drawbacks of the application 

identified in the evaluation phase. 

 

In the evaluation of the implemented Sinhala Text-to-Speech (TTS) system using the 

VAENAR approach, an attempt was made to replicate the methodology successfully 

applied to English, incorporating adjustments to cater to the Sinhala language's unique 

characteristics. Despite these efforts and the theoretical soundness of applying the 

VAENAR model across languages, the evaluation revealed a significant challenge: the 

approach struggled to produce accurate and intelligible speech outputs for Sinhala. This 

outcome points to an inherent incompatibility or limitation of the model when tasked 

with synthesizing speech for a language as structurally and phonetically distinct as 

Sinhala. 

 

The assessment involved a detailed comparison between the outcomes for Sinhala and 

English, using the same VAENAR framework. Surprisingly, similar patterns of 

limitations were observed in both languages, indicating that the issues might not solely 

lie with the language-specific adaptations but potentially with the underlying model’s 

ability to handle the complexity of natural speech patterns in diverse linguistic contexts. 

Despite utilizing a wide range of training resources aimed at enhancing model 

performance, the synthesized speech failed to meet the expectations of naturalness and 

intelligibility across multiple trials and varied batch sizes. 
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5.2. Result of Implemented Sinhala TTS 
Below table showing the outcome against different batch sizes and different resources. 

 
Batch 

size 

Used Resource Duration for Training  

(Estimated) 

Outcome 

8 

 

UCSC ant pc 2 days (200,000steps) Completed the training 

AWS G Instance (g4dn.2x.large) 7 days (200,000steps) 

Local machine (32GB Ram, GTX 1650 Ti) 13 days (200,000steps) 

16 UCSC ant pc 5 days (150,000steps) Completed the training 

AWS G Instance (g4dn.2x.large) 12 days (150,000steps) Didn’t execute due to cost 

Local machine (32GB Ram, GTX 1650 Ti) 15 days (150,000steps) Got CUDA out of memory error 

and timed out at 6200 steps. 

32 UCSC ant pc 14 days (550,000steps) Got CUDA out of memory error 

and timed out at 17100 steps. 

AWS G Instance (g4dn.2x.large) 4 weeks (550,000steps) Task automatically got killed 

due to high gpu usage 

GCP VM instance with different gpus  

(Nvidia L4, Nvidia T4, Nvidia tesla P4) 

~14 days (550,000 steps) Got CUDA out of memory error 

and timed out in the range of 

10,000-20,000 steps 

GCP VM instance with highest gpus (Nvidia 

A100 80GB, Nvidia tesla P100) 

~10 days (550,000 steps) Ran this for only 2 to 3 hours 

due to high cost.  

Table 5.1 - Evaluation training results of Sinhala TTS 

5.3. Result of Previous English TTS 
Below table 5.2 showing the outcome against different batch sizes and different 

resources I have done for English TTS. 

 
Batch 

size 

Used Resource Duration for Training  

(Estimated) 

Outcome 

8 

 

UCSC ant pc 2 days (200,000steps) Completed the training 

Local machine (32GB Ram, GTX 1650 Ti) 13 days (200,000steps) 

32 UCSC ant pc 12 days (550,000steps) Got CUDA out of memory error  

AWS G Instance (g4dn.2x.large) 4 weeks (550,000steps) Task automatically got killed 

due to high gpu usage 

GCP VM instance with different gpus  

(Nvidia L4, Nvidia T4, Nvidia tesla P4) 

~14 days (550,000 steps) Got CUDA out of memory error 

and timed out in the range of 

10,000-20,000 steps 

Table 5.2 - Evaluation training results of English TTS 
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5.4. Comparison of English and Sinhala TTS. 
So, as I mentioned in above training results it takes higher computation power to train 

this VAENAR model. However, I could complete the training with batch size 8. So, I 

have compared the two models with that. This provided a common ground for 

comparing the performance of the two models, both trained with 200,000 steps. 

 

For the Sinhala VAENAR model, the training, while computationally intensive, 

demonstrated the feasibility of model completion within the constraints of available 

resources. However, when synthesizing simple sentences in Sinhala and English using 

the trained models, the resulting audio files consisted merely of humming sounds 

without any discernible speech. This indicates a fundamental issue with the model's 

ability to generate intelligible voice output from the training it underwent. 

 

Despite encountering challenges with the synthesized speech output, efforts were made 

to consult with researchers who had previously implemented the VAENAR model for 

English. I reached out to them through emails and LinkedIn messages, seeking guidance 

or insights that might address the issues encountered. Regrettably, these attempts to 

connect did not yield a response. Documentation of this correspondence has been 

included in Appendix B of this thesis, providing transparency to the efforts made to seek 

expert advice and potentially improve the Sinhala TTS system's performance. 

 

5.5. Summary of the chapter 
 
The training outcomes for the Sinhala VAENAR TTS model indicate potential problems 

with the VAENAR approach itself. Issues may lie in various areas, including how the 

model is set up, the quality of the training data, or challenges such as overfitting or 

underfitting, where the model learns too much or too little from the data, affecting its 

ability to perform well. The resulting unintelligible speech output from the model 

suggests a significant hurdle: it was able to learn from the training phase but could not 

effectively use that learning to generate clear and accurate speech. This reflects a deeper 

issue with the VAENAR approach that may require reevaluation for its application in 

synthesizing Sinhala speech. 
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CHAPTER 6 - CONCLUSION 

6.1. Introduction  
This chapter focuses on the conclusions drawn upon the completion of the research. The 

research aim stated in Section 1.4 has been accomplished by using the technologies and 

approaches that are mentioned in 4th chapter and methodologies that are mentioned in 3rd 

Chapter. 

 

6.2. Conclusions about Research Questions 

6.2.1. Reflections of Main Research Question 
In addressing the central research question, "How can we utilize the existing deep 

learning techniques used for other languages to improve the existing Sinhala Text-to-

Speech?", several insights have been gleaned from the evaluations conducted on the 

Sinhala VAENAR TTS system. The journey to adapt and apply this approach, proven 

effective when we look at the theoretical aspect. But when I tried it practically it seems 

it does not work for English as well. 

 

The evaluation of the Sinhala TTS system, particularly through the VAENAR approach, 

has revealed critical issues and significant challenges, indicating that solutions 

previously effective for English also proved ineffective in this context. Despite 

employing a theoretically robust model and utilizing substantial training resources, the 

output failed to produce intelligible speech in both Sinhala and English. This outcome 

suggests that while deep learning techniques hold universal potential, their successful 

application requires careful adjustment to accommodate the linguistic complexities of 

each target language. 

 

The issues encountered during the project, ranging from the computational limitations 

reflected in the inability to train with larger batch sizes without encountering memory 

errors, to the absence of coherent speech output, underscore the complexity of TTS 

systems. They highlight that deep learning models are not one-size-fits-all solutions and 

that improvements to TTS systems for languages like Sinhala must consider the 

language's unique attributes from the outset. 

 

Furthermore, the lack of engagement from the broader research community, which 



35  

possesses knowledge about VAENAR that could be beneficial to others seeking 

assistance, suggests a need for increased collaborative efforts in the field, especially for 

low-resource languages. This situation underscores a wider implication for future 

research: to enhance TTS systems for languages like Sinhala, communities specializing 

in AI and linguistics must collaborate more closely to share knowledge, resources, and 

innovations. 

 

6.2.2. Reflections of Sub Research Question 1 
Addressing the sub-research question regarding the limitations of Text to Speech (TTS) 

systems and their improvement for mimicking natural human speech, In addressing the 

sub-research question related to the limitations of Text-to-Speech (TTS) systems and 

their capacity for improving the mimicry of natural human speech, my exploration and 

implementation with the VAENAR approach for Sinhala provided insightful outcomes, 

despite not achieving the intended success. The evaluation of the Sinhala VAENAR-

TTS system unveiled significant hurdles, notably in generating intelligible speech, 

which was a critical aspect of this research endeavor. 

 

The results from deploying the VAENAR model for Sinhala revealed a crucial 

limitation: the inability to produce clear and natural-sounding speech. This was an 

unexpected outcome, given the model's prior success with languages like English. The 

synthesized speech, rather than being intelligible, resulted in sounds lacking coherent 

linguistic content, a stark deviation from the anticipated improvement in natural speech 

mimicry. 

 

In response to these findings, several proactive steps were undertaken to navigate these 

challenges. Recognizing the complexity of the task and the potential for the VAENAR 

model to contribute to the field of TTS for low-resource languages like Sinhala, I 

reached out to the broader research community for insights and guidance. This involved 

attempts to contact researchers with expertise in VAENAR through emails and 

LinkedIn, seeking advice that might illuminate paths to overcoming the observed 

limitations. Despite these efforts, the lack of response from the community underscored 

a broader challenge in collaborative engagement and knowledge sharing, particularly 

for advancing TTS technologies in less commonly spoken languages. 
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The encounter with these limitations and the subsequent outreach to the research 

community reflect a comprehensive approach to addressing the sub-research question. 

They highlight not only the technical and linguistic obstacles inherent in adapting deep 

learning TTS models to new languages but also the importance of collaboration and 

open dialogue within the scientific community. While the immediate outcomes may not 

have aligned with the initial objectives, the process undertaken to address these 

challenges contributes valuable insights to the field, emphasizing the need for continued 

research, innovation, and cooperation to enhance the capabilities of TTS systems for all 

languages. 

 

6.2.3. Reflection of Sub Research Question 2 
Addressing the sub-research question on the utilization of machine learning and deep 

learning algorithms to enhance TTS systems, my work with the VAENAR model for 

Sinhala taught me a lot. I attempted to apply techniques known to work for languages 

like English to enhance Sinhala TTS, aiming to make the voice sound more natural and 

realistic. 

 

However, I learned that using these advanced computer techniques isn't straightforward. 

For Sinhala, a language that doesn't have as many resources as English, there were big 

challenges. One major issue was not having enough good data to teach the model how 

to mimic human speech properly. This is really important because the model needs to 

learn from a lot of examples to get good at its job. 

 

Also, trying to apply a model that worked for one language directly to another showed 

me how tricky it can be. Every language is different and has its own rules, which means 

a model that works for English might not work the same way for Sinhala without some 

changes. 

 

Because of these challenges, the model didn't produce the clear and understandable 

speech I was hoping for. But trying to solve these problems taught me that we need more 

focused work. We need to collect better data for Sinhala and maybe change the model 

to fit the language better. 

 

Even though I didn't get the results I wanted, this project shows how important it is to 
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keep trying different ways to improve TTS systems, especially for languages that don't 

have as much support. It also shows we need to work together more, sharing ideas and 

resources to tackle these tough problems. This experience has opened up new questions 

and paths to explore, making it a valuable step toward better TTS technology for Sinhala 

and other similar languages. 

 

6.2.4. Reflection of Sub Research Question 3 
Addressing the sub-research question, "How can we finetune the VAENAR approach to 

improve the quality of the Sinhala TTS?" involves examining key aspects that contribute 

to the effectiveness and appeal of Text-to-Speech (TTS) systems. Through my 

experience with implementing the VAENAR model for Sinhala, several pivotal factors 

influencing TTS quality were identified, highlighting areas for optimization to enhance 

user satisfaction. 

 

Factors Impacting TTS Quality: 

 Naturalness of Speech: The extent to which the synthesized speech sounds like 

a natural human voice is crucial. Users prefer TTS outputs that mimic the fluidity 

and tone variations of human speech, making the listening experience more 

pleasant and less robotic. 

 Intelligibility: The clarity with which users can understand the spoken words 

directly affects their satisfaction. Speech that is muddled or difficult to decipher 

can lead to frustration and disengagement. 

 Language and Accent Accuracy: For multilingual users or those speaking 

different dialects, the ability of TTS systems to accurately reflect language 

nuances and regional accents is significant. 

Optimization Strategies: 

In the course of developing the Sinhala VAENAR-TTS system, strategies for optimizing 

these factors emerged, even though challenges in achieving clear and natural speech 

were encountered. 

 

 Enhanced Data Quality and Diversity: Investing in the collection and curation 

of high-quality, diverse training datasets is essential. This includes capturing a 

wide range of speech patterns, emotions, and accents to train more adaptable and 

sensitive models. 
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 Model Fine-Tuning and Customization: Adapting the model to better capture the 

nuances of the target language and its phonetic characteristics can improve 

naturalness and intelligibility. For Sinhala, specific attention to the language's 

unique prosodic features was necessary. 

 User Feedback Integration: Continuously incorporating user feedback into the 

development process ensures that the TTS system evolves in line with user 

preferences and needs, addressing any shortcomings in real-time. 

 

Despite the initial setbacks with the VAENAR model in producing intelligible Sinhala 

speech, the exploration of these factors and optimization strategies has laid a foundation 

for future enhancements. It has underscored the complexity of developing TTS systems 

that meet high standards of quality and user satisfaction, especially for less-resourced 

languages. The lessons learned point towards a continued need for innovation, 

collaboration, and user-centered design in the quest to perfect TTS technology. This 

reflection not only answers the sub-research question but also charts a course for making 

TTS systems more effective, enjoyable, and satisfying for users across diverse linguistic 

and cultural backgrounds. 
 

6.4. Conclusions about Research Problem 
Reflecting on the research problem and the insights gathered from our evaluations, it 

becomes evident that addressing the challenges of developing Text-to-Speech (TTS) 

systems for low-resource languages like Sinhala requires a nuanced and resource-intensive 

approach. The journey of applying the VAENAR model to Sinhala TTS has illuminated not 

just the linguistic and technical complexities inherent in this task but also the substantial 

computational resources required to train such sophisticated models. 

 

The application of advanced deep learning models like VAENAR, while promising in 

theory, encountered significant obstacles in practice. Among these, the high computational 

power needed for training emerged as a critical limitation. The attempt to produce 

intelligible Sinhala speech using these models highlighted that free or low-cost 

computational resources are insufficient for tasks of this complexity and scale. This 

requirement for high computational resources underscores the broader issue of accessibility 

and feasibility for researchers and developers working on TTS systems for languages with 

limited support and resources. 
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Moreover, the evaluation of the VAENAR model’s performance in synthesizing Sinhala 

speech, though not yielding the desired outcomes, has shed light on the pressing need to 

enhance the accuracy and accessibility of Sinhala TTS technologies. This is particularly 

crucial for the visually impaired members of the Sri Lankan community, who stand to 

benefit significantly from advancements in this area. The research undertaken, despite its 

challenges, has laid a foundational understanding of the factors that must be addressed to 

move forward—highlighting the importance of not only linguistic and model-specific 

considerations but also the practical aspects of computational requirements. 

 

In conclusion, while the research problem posed a significant challenge, the work carried 

out provides valuable lessons for future endeavors in this field. To advance Sinhala TTS 

systems towards greater accuracy and accessibility, a concerted effort is needed. This 

includes investing in the necessary computational infrastructure, exploring innovative data 

collection and model training techniques, and fostering a collaborative ecosystem among 

researchers, developers, and community stakeholders. By addressing these multifaceted 

requirements, we can move closer to developing TTS technologies that are both inclusive 

and effective, ultimately enhancing the lives of those who rely on them within the Sinhala-

speaking community. 
 

6.5. Limitations 
The implementation of the Sinhala VAENAR-TTS system represents a notable step forward 

in Text-to-Speech (TTS) technology for the Sinhala language. However, recognizing the 

limitations encountered during this research is essential to understand its scope fully and the 

challenges that lie ahead. This acknowledgment sets the stage for a detailed examination of 

specific areas where the project faced obstacles, providing a foundation for future efforts to 

address these challenges. 

6.5.1. High Computational Demand  
A significant limitation encountered in this study was the high computational demand 

required for training models like VAENAR. The sophisticated architecture of these deep 

learning models necessitates extensive computational resources, which are not always 

accessible, especially in settings with limited funding or infrastructure. This constraint 

affected the project's capacity to conduct thorough model iterations and optimizations, 

essential for refining the TTS system to meet the desired outcomes. 
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6.5.2. Limited Engagement from the Research Community 
Efforts to engage with the broader research community to seek insights and support for 

overcoming the project's challenges faced limitations. Attempts to connect with experts 

through emails and LinkedIn did not yield the anticipated collaborative opportunities. 

This lack of engagement highlights a gap in the research ecosystem for novel TTS 

technology like VAENAR, emphasizing the need for more robust networks and 

platforms to facilitate knowledge exchange and support. 

 

6.5.3. Data Availability and Diversity 
Another significant limitation arises from the challenges associated with low-resource 

languages like Sinhala. Despite efforts to compile and augment datasets, the availability 

and diversity of data for Sinhala remain limited when compared to more widely spoken 

languages. Additionally, finding a lexicon, or in other words, a dictionary with Sinhala 

phonetic mapping, poses a difficult task. This scarcity of resources can hinder the 

system's ability to learn and reproduce the full range of speech nuances, especially in 

less common dialects or sociolects within the Sinhala-speaking community. 

6.6. Implications for Future Research 
 

Viewing the limitations encountered in this research as opportunities for learning and 

growth sets a constructive path for future endeavors in Text-to-Speech (TTS) technology, 

particularly for low-resource languages like Sinhala. The problems we saw with the 

VAENAR model, like needing a lot of computer power and not having enough language 

data, show us important areas we need to work on and improve. 

 

Enhanced Data Collection and Augmentation 

The shortage of high-quality, diverse datasets for languages like Sinhala highlights the need 

for concerted efforts in data collection and augmentation. Future projects could leverage 

technology to generate synthetic datasets or employ crowd-sourced methods to gather and 

annotate speech data from a wider cross-section of the community. This would not only 

improve model training but also ensure that TTS systems can accommodate a broader range 

of dialects and speaking styles. 

 

Fostering Collaborative Research Networks 

The limited engagement from the broader research community experienced during this 
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project points to the need for more robust networks and platforms that facilitate 

collaboration. Establishing partnerships across academic institutions, industry, and 

language communities worldwide can accelerate progress by pooling resources, sharing 

knowledge, and tackling common challenges collectively. Such collaboration can also 

extend to interdisciplinary fields, combining insights from linguistics, cognitive science, 

and computer science to enrich TTS research. 

 

Prioritizing Inclusivity and Accessibility 

Ensuring that future TTS technologies are inclusive and accessible to all users, including 

those from linguistically diverse backgrounds and individuals with disabilities, must be a 

guiding principle for research. This involves not only technical advancements but also 

considerations of usability, integration with assistive technologies, and user-centered design 

principles. 

 

Reflection and Adaptation 

Reflecting on the lessons learned from the limitations of this project, future research in TTS 

technology must remain adaptable and responsive to new insights and challenges. 

Continuous evaluation, user feedback, and iterative development are essential to refining 

TTS systems to meet the evolving needs and expectations of users. 

 

In summary, the future research implications stemming from the current study of the Sinhala 

VAENAR-TTS system are vast and varied. By building on the foundation laid by this work, 

future efforts have the potential to significantly advance the field of TTS technology, making 

speech synthesis more natural, inclusive, and accessible for users around the world. 
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