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ABSTRACT 

Adaptive learning and online education have gained significant importance in recent years. In this 

study, we apply Graph Neural Network (GNN) and Recurrent Neural Network (RNN) techniques 

to the task of Knowledge Tracing. Unlike previous literature that necessitates searching for the 

most relevant questions, our methodology focuses on the utilization of the most recent questions 

from the exercise history. Additionally, while prior studies have employed bidirectional graphs to 

incorporate question information and learning objectives, our model constructs directional graphs 

that consider the hierarchy of learning objectives. This hierarchical structure guides the 

propagation of question and learning objective embeddings, enabling a more contextually 

informed representation of student knowledge. We compare the performance of our model with 

question embeddings to a model without, revealing that the incorporation of question embeddings 

significantly enhances predictive accuracy. Our findings underscore the importance of adaptive 

learning methodologies in online education, offering insights into more effective knowledge 

assessment and personalized learning experiences. 
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1 CHAPTER 1 - INTRODUCTION 

1.1 Introduction to E-learning  

Education is one of the fundamental pillars in a society that drives intellectual growth and uplifts 

social standards. According to United Nations, Universal Declaration of Human Rights, Article 

26, ‘Everyone has a right to education’ (UN General Assembly, 1948). At the beginning of the last 

century, education focused on knowledge and skills without considering the learner's expectations 

and learners abilities. Hence the ‘one size fits all’ education system faced challenges in catering to 

individual student requirements. Personalized teaching and learning frameworks immerged to fill 

this gap with the development of technology. Learning Management Systems (LMS), Adaptive 

Hypermedia Systems (AHS), and Intelligent Tutoring Systems (ITS) are to name a few systems 

developed to cater to personalized education.  (Katsaris & Vidakis, 2021).  Table 1.1 further 

explain each E-learning system. 

Table 1.1 Types of E learning systems 

E-learning systems Characteristics 

Learning Management Systems LMS delivers content and help administrative tasks 

Adaptive Hypermedia Systems  Provide content based on user goal and performance  

Learning Style based Adaptive 

Educational Systems  

Personalize the learning experience based on learning style (visual, auditory, 

reading/writing, and kinesthetic) 

Intelligent Tutoring Systems  Provide immediate and customized instruction/feedback without human 

intervention using Adaptive Learning  

 

This study focues in Intelligent Tutoring Systems. According to  (Mousavinasab et al., 2021) 

Intelligent Tutoring Systems (ITSs) consist of four main modules. The first is the expert module, 

containing domain knowledge and problem-solving techniques. The second is the student 

diagnosis module, which gathers and updates information about the learner's knowledge, activities, 

and responses. The third is the instruction module, which detects knowledge deficiencies and 

employs teaching strategies to address them using adaptive learning technologies. The last module 

is the user interface, facilitating communication between the user and the system. Incorporating 
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AI techniques, e-learning systems have aimed to enhance adaptive and customized learning. 

Adaptive feedbakcs what makes intelligent tutoring systems really intelligent. This study further 

focues on the third instrudction models’ adaptive learning capabilities and how to improve 

adaptive learning process using deep learning.  

1.2 Introduction to adaptive learning  

Adaptive learning is a methodology for teaching and learning that strives to personalize lessons, 

readings, practice activities, and assessments for individual students based on their current skills 

and performance. Adaptive learning systems use a data-driven approach to adjust the path and 

pace of learning, enabling the delivery of personalized learning at scale (Ennouamani & Mahani, 

2018).  

Adaptive learning is a type of scaffolding technique used in educational technology that is tailored 

to support all stakeholders in an educational institution, including teachers, students, and school 

administrators. According to (Jan­Martin Lowendahl et al., 2016) adaptive learning adjusts 

instructional content based on student responses and preferences, relying on learning data and 

algorithmic pedagogical responses. 

1.2.1 Importance of adaptive learning 

There are many benefits of adaptive learning. Adaptive learning saves teachers time and provides 

data and analytics that help to understand  students. For students, it provides a personalized 

learning experience better suited for their capacity and instant feedback. School administrators can 

improve student performance, such as pass rate and proficiency. Clark, Kaw and Braga Gomes, 

(2022) advise adaptive learning give best results when it combined with pre class sessions. 

Ennouamani & Mahani, (2018) have summarized adaptive learning systems to 3 models. They are 

Learning model, Adaptation model and Domain model. The learner model contains the student 

characteristics such as learning style, reasoning style, interests and student performance history. 

The domain model contains knowledge of the studying domain, study materials and learning 

objectives. The adaptation model has adaptation rules that align with the student performance and 

domain. It asses the student behavior and navigates them to relevant materials in the domain model. 

A sophisticated adaptive learning system temporally updates its rules and gets feedback from 
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external and internal learning environments. As shown in the Figure 1.1 adaption model feeded by 

the leaner model and domain model. Then it provide adaptive feedback to the system. System 

interact with the leaner via graphical user interface. Adaptive model could suggest learner to 

attempt a easy or hard question, spend more time on basics or take a brake and start learning later. 

Adaptive learning positively impacts student performance with empirical evidence, but it depends 

on the design of the adaptive learning system (M. Liu et al., 2017). It should be user-centric, and 

content must properly align with the learning outcomes. An adaptive learning system should be 

able to provide meaningful feedback and navigate students only to the relevant content.  

 

  

According to (Martin et al., 2020), when educational institutes adopt adaptive learning methods, 

they face three challenges with respect to technology, instruction, and management. There are 

Figure 1.1 Adaptive e-learning systems' components (Ennouamani & 

Mahani, 2018) 
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technological barriers when schools connect existing learning management systems to adaptive 

learning methods, real-time data-sharing challenges, and the complexity of adaptive systems. 

Teachers and instructors not having enough experience can lead to the adaptation of adaptive 

learning methods. Educational institutions must train and monitor how well they adopt adaptive 

learning methods. Sometimes educators resist adopting adaptive learning methods due to 

differences in the curriculums, additional workload, or not having confidence that adaptive 

learning methods can improve students’ knowledge state. Lack of management support can also 

lead to adaptive learning method adoption failure. Incompatible organization goals or lack of 

leadership and insufficient human resources and financial resources can also cause to halt the 

implementation of adaptive learning systems.  

1.3 Research problem  

This research studies data sets from a real-world commercial adaptive learning platform. It 

provides practice questions and assignments targeting science and mathematics school curricula. 

Practice questions are called Goals on this platform. Each goal consists of multiple answer 

questions related to learning objectives. If a student gives the correct answer student will be 

allowed to proceed to the next question. If the student fails the question, he or she will get a new 

question or be presented with the study materials to refresh their knowledge.  

This platform measures the mastery of a student using a modified version of Item Response Theory 

(IRT) (F. M. Lord, M. R. Novick and Allan Birnbaum, 1968), which is a statistical technique. This 

method consider only the questions difficulty ,student proficiency and skill discrimination ability 

of the question. Students ability to answer a question correctly depends on stundets mastery level 

on the skill represent by the question. But most of the skill have prerequisite skills. Exiting model 

does not consider the mastery level of prereuqisit skills. Subjected adaptive learning platform has 

not assessed the impact of study materials.  Existing model does not consider the impact of study 

materials towards students performance. Hence there is requirement to explore novel method to 

measure students mastery level considering prequisits skill and study materials impact. 

Current system provide lots of value informations to teachers such as mastery level achived by the 

students and the degree of effort each student have to put to reach the mastery level. This helps 

teachers to undestand individual students learning rate. If students are clustered based on the 
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learning rate, teachers can analyze the class separate clusters and identify common poor skills 

among student clusters. This will help teachers rather than spend time on individual stundets weak 

areas, spend time one multiple students who has common weak skills.  

1.4 Research gap  

In literature, knowledge tracing is widely researched under many branches. In the early stages, 

Bayesian knowledge tracing (KT) was the most popular method for knowledge tracing method. 

Later IRT was introduced, and recently with the boom of deep learning, deep knowledge tracing 

was introduced. DKT outperformed all previous techniques, and there are many applications under 

all the branches. They predict students' ability to answer a question correctly, recommend learning 

materials or questions, assess the quality of the education, and many more.  

When our data set is compared to the literature, our data set also has the sequence of questions 

under different learning objectives and the correctness of the answers like in other studies. One 

specialty in our data set is,  middle of the question sequence, students referred to learning materials 

if they have poorly performed for the related learning objective , and attempted again. In the 

previous research work study materials are not included in the research problem. This can be used 

to measure the quality of the learning materials and how it impacts each student. Additionally, we 

attempt to incorporate question difficulty into the problem formulation.  

In terms of learner characteristics, this research analyzes the possibility of clustering the students 

based on their prior knowledge and performance. The proposed study will also analyze the impact 

of study or the instruction materials provided to shape the leaners characteristics. 
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Table 1.2 Research Gap 

Research Gap Existing studies Contribution of this study  

Comparison of 

model perfoamce 

with and without 

question 

embeddings. 

(Y. Liu et al., 2020) and (Song et 

al., 2022) have used quesrion 

embedding and learning object 

embeddings to improve the model 

performance. But they have not 

shown the improvement made by 

adding the question embeddings. 

Other studies that utilized 

questions did not compare model 

performance without their 

inclusion. We have examined how 

model performance changes when 

question-level data is included 

versus when it is not. 

Use of immediate 

student interactions 

instead of most 

related interactions. 

(Y. Liu et al., 2020) has 

incorporate question embedding 

to improve model performance. 

But they have used similarity 

between the question embedding 

to predict target question answer 

correctness. This increase the 

computational requirement as it 

has calculate the similarity 

between questions and index 

them.  

Other studies have considered 

students’ performance of similar 

questions/learning objectives to 

the target question. But we have 

implemented novel approach by 

considering only the most recent 

stundet interactions to the target 

question. It reduce the model 

complexity and the computational 

requirements.  

Prior knowledge of 

questions not 

required (other than 

relation to the 

knowledge graph) 

(Song et al., 2022) have used 

question emeddings along with 

other information related question 

such as difficulty of the question, 

time taken to answer the question 

etc.   

Proposed method only need to 

know the respective learning 

objective of the question.  
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1.5 Research question 

1. What factors influence students’ personalized learning experience within an adaptive 

learning environment? 

2. How does choice of learning materials affect students' personalized learning experience 

in an adaptive learning environment? 

1.6 Research objectives 

1. Evaluate the effectiveness of utilization of question and learning objective relationship 

towards improving student mastery level.  

2. Explore the potential of deep learning techniques in enhancing personalized learning 

experiences for students. 

1.7 Research scope  

The scope of the study is to analyzes a real-world dataset from an adaptive learning platform to 

predict students’ mastery level. This study uses graph neural network to produce embeddings to 

represent questions and learning objectives. Such embeddings used to model student interactions 

as a sequence of questions and answers. This research aim to produce a model that can predict 

students ability predict answer next question correctly  based on the previous sequence of questions 

and answers. We also compare the impact of using question embeddings to the model performance.  
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2 CHAPER 2 - LITERATURE REVIEW  

2.1 Adoptive learning  

“ Adaptive learning as an educational technology is a kind of scaffolding technique customized to 

help all stakeholders in an educational institution, teachers, students and school administrators”  

(Castañeda & Selwyn, 2018) 

According to Ennouamani and Mahani, (2018) there are 3 main adaptive learning approaches. 

They are ;  

• Macro-Adaptive Approach - This approach allows the user to move between courses at an 

adapted rate. It also considers the learning objectives and cognitive and intellectual 

characteristics. The instructor has to initiate the narrative.  

• Aptitude-Treatment Interaction (ATI) Approach - This approach identifies the learner's 

aptitude and then alters the course of action to improve the learner's abilities. These systems 

can be used to develop Intelligent Tutoring Systems by generating learning materials suited 

to individual learner's capabilities.  

• Micro-Adaptive Approach - This approach analyzes the learner and understands the 

learner's requirement or knowledge gap. It is a more dynamic system that considers real-

time characteristics of the learners.  

This study focuses on building Aptitude-Treatment Interaction (ATI) Approach using deep 

learning. The ATI approach emphasizes the user's control over the learning process. Studies have 

shown that the success of self-control in learning depends on the learner's abilities, suggesting that 

it may be beneficial to limit control for students with low prior knowledge and enhance it for high-

performing students. It introduces three levels of control: complete independence, partial control 

within task scenarios, and fixed tasks with controlled pace. 

Intelligent Tutoring Systems (ITS) utilize the ATI approach to detect users' skills. ITS 

implementation is based on adaptive e-learning system architecture, comprising the learner model 

and domain model. An adaptation model is used to generate and present adapted materials to each 

learner. This approach is also applied in adaptive hypermedia systems, where the goal is to design 

learning solutions that integrate hypermedia content in ITS to tailor it to individual learner profiles 
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2.2 Knowledge tracing  

Human teachers can measure students' level of understanding and take necessary actions to fill the 

gaps. In the computer base teaching era, machines must learn the students' degree of understanding 

and take action to fill the knowledge gap. Abdelrahman, Wang, and Nunes (2023)  Recognize this 

process as Knowledge Tracing (KT) . These KTs are widely used in Massive Open Online 

Courses (MOOCs), Intelligent Tutoring Systems (ITS), educational games, and adaptive learning 

platforms. However, capturing student knowledge level is not easy because questions can require 

multiple skills, dependency among skills, and forgetting or decaying knowledge over time. Since 

John R. Anderson introduced knowledge tracing in 1986, researchers have attempted to develop 

many machine-learning models to solve KT. 

 

Figure 2.1 Traditional Knowledge Tracing Models 

2.3 Bayesian Knowledge Tracing 

First generation of Traditional KT models were based on Bayesian Knowledge Tracing (BKT). 

Bayesian Knowledge Tracing (BKT) is inspired by mastery learning, which assumes that all 

students can achieve mastery of a skill under two conditions:  

• Knowledge is organized as a hierarchy of skills, and  
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• Learning experiences are structured to ensure mastery of lower-level skills before moving 

to higher-level ones.  

BKT models typically employ probabilistic graphical models like Hidden Markov Model and 

Bayesian Belief Network to track students' evolving knowledge states as they practice skills. 

First BKT model was developed by Corbett and Anderson in 1994 (Albert T. Corbertt & John R 

Anderson, 1994). It considered two statues of student learned or unlearned. This model assumed 

that students do not forget what they mastered. . But it considers the probability that students may 

guess the answer p(G) or mistakenly select the wrong answer (slip) p(S).   

This model consider as the standard BKT model. It has four parameters.  

Table 2.1 Bayesian knowledge tracing model parameters 

Parameter Description 

p(L0) Probability of skill mastery by a student before learning 

p(T) Probability of transition from an unlearned state to a learned state 

p(S) Probability of slipping by a student in a learned state 

p(G) Probability of guessing correctly by a student in an unlearned state 

At each time step n ≥ 1, the model estimates the probability p(Ln ) of skill mastery by a student by 

2.4 Factor analysis models 

Factor analysis models are the second branch of traditional knowledge tracing methods. It plays a 

vital role in measuring assessments. Factor analysis models are based on Item Response Theory 

Equation 2.1 Bayesian Knowledge Tracing model 
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(IRT). This study use a data set from a commercial adaptive learning system that measures students 

proficiency using IRT. Our data set assed using a modified version of IRT which has a memory of 

previous performance and it helps to reach the mastery level based on the students adaptive rate.  

Item Response Theory is a psychometrics method, which means it is statistical framework to 

analyze and understand the properties of individual test items/questions and the performance of 

test-takers on each item. It is introduced by F. M. Lord et al., 1968. IRT performance as a logistic 

function. 

According to IRT every question has a degree of difficulty and student has a level of ability. Below 

equation is the basic form of ITR. 𝑝𝑖𝑗 is the probability of student i answering correctly to the 

question j. ai is the ability of student i and bj is the difficulty of the question j. 

Equation 2.2  Item Response Theory formula 

𝑝𝑖𝑗 =
𝑒𝑎𝑖−𝑏𝑗

1 + 𝑒𝑎𝑖−𝑏𝑗
 

Assumptions in IRT; 

• Probability of student correctly answering a question model as an item response function 

• Item response function monotonically increase with respect to the ability of the student  

• Questions are conditionally independent.  

2.5 Deep knowledge tracing and Graph neural network  

Piech et al., (2015) Lead the Deep Knowledge Tracing (DKT) introducing deep knowledge 

tracing . DKT mainly uses deep learning to predict students' ability to answer a question correctly. 

DKT models have outperformed traditional knowledge tracing models.  From the machine learning 

perspective knowledge tracing is sequence modeling task. It try to predict the next state of the 

sequence (students ability to answer the next question given the previous questions and 

performance). Hence deep learning models have use Recurrent Neural Networks (RNN) or Long 

Short Memory (LSTM) to model the sequence. There are many branches under DKT.  
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Figure 2.2 2 Deep Learning Knowledge Tracing models 

Despite its encouraging performance DKT models had some drawbacks. They cannot predict the 

outcome of questions related to multiple skills. Also, it can not model the connection between 

multiple skills. It also assumes that all the questions are related to each other with the same 

probability which is not likely to happen all the time.  Researchers try to overcome these limitations 

using Extended-deep knowledge tracing, which introduces by (Piech et al., 2015). They added 

additional student features such as previous knowledge, question answering rates and time spent 

on learning and practice; and, exercise features, such as textual information, question difficulty, 

skill hierarchies and skill dependencies.  

But these limitations successfully overcome by Graph based Knowledge Tracing models. They 

can integrate the relationship between knowledge concepts and questions. Nakagawa et al., 2019 

introduced Graph based knowledge tracing. They present knowledge concepts by nodes and 

relationships between them using edges. They formulated the problems as time series classification 

problem at node level.  
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According to (Abdelrahman et al., 2023) there are three main graph-based KT models. They are  

• graph-based knowledge tracing  

• graph-based interaction knowledge tracing  

• structure-based knowledge tracing (SBKT) 

This research leans toward structure-based knowledge tracing as we use knowledge graphs 

representing relationships between knowledge concepts (KC/learning objective (LO) as per our 

data set).  

Tong et al.,(2020) introduced the structure-based knowledge tracing method. They have tried to 

solve two main challenges in this paper. They are the temporal impact of exercise sequence and 

the spatial impact of the knowledge structure or knowledge graph. In order to solve these 

challenges, they have introduced structure-based knowledge tracing(SBKT). SBKT can 

simultaneously model the temporal and spatial impacts. 

 

Figure 2.3 structure-based knowledge tracing (Tong et al., 2020)  

Figure 2.3 depict sequence of exercises related to one knowledge structure. Under this structurer 

there are connected concepts. They are either prerequisites or similar concepts. As the student 

proceed with the question students knowledge statues of each concept change. It is shown in the 

radar map in the top.  Changes in radar map shows the temporal impact of the students’ knowledge 

statues and knowledge structures shows how responses impact the learning concept and 

related(influenced) concepts, which is the spatial impact. 
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2.5.1 Graph Neural Network  

The rapid development of internet technology and web applications has led to a vast amount of 

data being generated on the internet, which can be used to create valuable knowledge. Such 

knowledge lead to create knowledge graphs. Graph Neural Network (GNN) created to learn from 

such knowledge graphs and predict the unknown. GNN are a class of deep learning methods 

designed to perform inference on data described by graphs. They are neural networks that can be 

directly applied to graphs, allowing for node-level, edge-level, and graph-level prediction tasks 

(Ye et al., 2022). 

The message parsing process is what allows GNNs to learn from the structure of the graph. By 

sending messages to each other, the nodes in the graph are able to share information about their 

local neighborhoods. This information can then be used to update the nodes' states, which in turn 

can be used to make predictions about the graph. There are a variety of different message parsing 

functions that can be used in GNNs. The choice of message parsing function depends on the 

specific task that the GNN is being used for. For example, if the GNN is being used to predict the 

relationship between two entities, then the message parsing function might be designed to extract 

features from the entities and their relationships (Serra & Niepert, 2023). 

2.6 Leaners characteristics  

Hemmler and Ifenthaler, (2022) have identified internal and external indicators of the learning 

context for supporting adaptive learning. Based on the authors internal dimensions, Past 

performance is a one dimension that support toward adaptive learning. It can be measure through 

previous grades, rank, previous experience with the course content, prior credits and course 

repetition. All these indicators are included in our data set. Additionally under skills and abilities 

dimension, prior knowledge indicator also captured in our data set. In contrary there are many 

other dimensions such as demographics, learning approach, emotions, perception towards 

teacher/course and etc. Hence our study limited only to student performance and skill/abilities 

dimension when analyzing learners characteristics in an adaptive learning environment.  

Afini Normadhi et al.,( 2019) summarize learners personal traits in 3 main domains and the 

relevant sub domains.  
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• Cognition – learning style /cognitive style/ prior knowledge/ personality type/thinking 

process/working memory capacity.  

• Affective – emotions/ mental state/ engagement  

• Behavior/psychomotor – cognitive abilities/ performance 

Our study based on performance under Behavior/psychomotor and prior knowledge under 

cognition. 

Authors conclude most of the adaptive learning environments build on personal traits under 

cognitive learning domain. Most frequently used personal trait identification method is computer 

based detection using machine learning (majority ) , without machine learning or hybrid approach. 

Authors mentioned most of the research work suffer with small sample size which address in our 

study. And our work intend to use knowledge graph based approach which was not used mention 

in (Afini Normadhi et al., 2019) literature review from 2007-2017.  

Hsu,( 2012) developed Learning Effort Curve Mode using dynamic real-time based  learning  

effort  quantification  technique ( related work from the same author). This author has used learning 

style, learning efficiency and self-efficacy as learner characteristics. In the evaluation author has 

grouped 125 students in to 16 groups and measured Learning Effort Curve Mode. Author has found, 

despite the learning style or characteristics, descending learning effort leads to ascending learning 

performance for high learning efficacy groups . Similarly ascending learning effort leads 

descending learning performance low learning efficacy groups.  

2.7 Recommendation system 

Rule-based  filtering  systems  rely  on  manually  or  automatically  generated  decision  rules  that  

are  used  to  recommend  items  to  users. Content-based  filtering  systems  recommend  items  

that  are  considered  sufficiently  similar to the content descriptions in the user profile. 

Collaborative filtering systems, also  referred  to  as  social  filtering,  match  the  rating  of  a  

current  user  for  items  with  those of similar users in order to produce recommendations for items 

not yet rated or seen (Duval et al., 2007) 
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2.7.1 Study material recommendation   

Duval, Klamma and Wolpers, (2007) developed an advance recommendation engine to 

recommend links to students in an E-learning platform. Regular recommendation engines, consider 

all the users logs at once to recommend links using sequential pattern mining algorithms. These 

authors have clustered users using k-means clustering algorithm (2-5 clusters) considering number 

of pages visited and the average knowledge obtained from these pages. Then they have applied 

AprioriAll, GSP and PrefixSpan sequential pattern mining algorithms for each cluster to generate 

recommendation rules. This new approach have generated similar or more rules for the same 

support and with high confidence compared to using all user data at once. As per the conclusions, 

GSP and PrefixSpan algorithms have shown better slightly better results when there are 2 or 3 

clusters. In our approach we can generate 2 or 3 clusters to identify similar students. These authors 

haven’t consider the learning objectives but students navigation through the web site. Our work 

can also consider the number of questions and instruction materials referred and the student 

progress in the learn path ( similar to average knowledge ) as features for the clustering algorithm. 

Our data set do not contain students activity log but students performance in relation to learning 

objectives. And the due graph nature of our data set make it more complex to analyze.  

Borges and Stiubiener, (2014) developed a recommendation system to suggest learning materials 

to students based on the learning style of the students and the relevant learning objectives. Authors 

have clustered the students based on their learning style, they have identified 6 learning styles 

based on input , perception and process (Richard Felder, 2002), and how different learning 

materials associated with the learning style. Then utility function developed to measure the 

distance between learning objectives and learning style(LS) using Manhattan distance. Utility 

function range from 0 to 6, 0 indicate no difference between LO and LS. 6 indicate LO and LS is 

totally different from each other. Based on utility function results they and LS they suggest the 

learning materials. They have tested this system with 28 students and 362 recommendations, 89% 

of the students are satisfied with the results. In their research , they have not considered the students 

performance and applied for a small student group. Contrary in our study we consider students 

performance history and student performance after referring the learning materials. Our study 

based on large pool of students. Additionally we map LOs with knowledge graphs and how student 

performance related to each LO.  
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3 CHAPTER 3 - METHODOLOGY  

3.1 Data  

This research uses a real-world data set from an International E-learning (courseware) platform 

that uses state of the art adaptive learning technology. This platform provides educational content 

targeting schools for Mathematics, Economy, Chemistry, Biology, Physics and Psychology. Based 

on the research question, identified data was already collected with the organization’s approval.  

Subjected Adaptive Learning Platform (ADP) measures the learners' progress level ranging from 

0 to 100. Teachers can assign assignments to the student related to a specific Learning 

Objective(LO). A student has to reach 100 progress to complete the assignment, then the student 

has achieved the ‘Mastery’ to that LO. Each LO has minimum 4 question, progress of a student 

for a given LO is  

Progress = proficiency score x fraction of the minimum questions learner have tried  

If student fail master a LO, student get to do more practice questions. If the student need further 

support, he or she get more instructions and direct back to the prerequisite LOs.  

All the learning objectives, concepts, questions, and course materials are associated to knowledge 

graphs. These knowledge graphs and progress levels drive the students journey to master a given 

learning objective. But other characteristics of the student joinery are not considered. Such as time 

spent on a question, time spent on instructions, quality of the instruction materials, etc.  

Table 3.1 Summary of Data 

Data Number of data points Attributes 

Student coursework 

performance  

3.3 million  • Learning objectives 

• coursework id 

• user id 

• progress 

• question id 
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• correctness of the answer  

• time spent to answer 

• time spent for the question 

instruction 

• study material id referred 

Student assignment  140,000 • Learning objectives 

• test id 

• user id 

• question id 

• correctness of the answer  

Learning objective map 

(knowledge graph) 

1145 
• Source LO Id (prerequisite LO ID) 

• Destination LO Id  

• Source LO Title (prerequisite LO Name) 

• Destination LO Title 

 

3.2 Solution design  

3.2.1 Selection of solution architecture 

According to the literature authors have used different methods to solve knowledge tracing. There 

are mainly two methods. First method is Traditional knowledge tracing which has two branches. 

They are; 

1) Bayesian knowledge tracing 

2) Factor analysis models  

Second method is Deep knowledge tracing. This is the latest knowledge tracing methodology, and 

it has outperformed Traditional knowledge tracing methods. Our dataset has already tested with 

modified item response theory which is one of the models under Factor analysis models. Hence 

Traditional knowledge tracing methods will not be used for this research. Instead, Deep knowledge 

tracing methods will be employed expecting better performance. 
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Under Deep knowledge tracing there are multiple models. All these models use Deep Neural 

Networks with different input types and different neural network architecture. Subjected data set 

has heterogenous data types and relationship between these data better explained by 

Graphs/Networks. Hence this study will use Graph based knowledge tracing methodology to 

predict students’ knowledge level. There are multiple graph based knowledge tracing methods in 

literature and this study will compare and contrast different model when building the model. 

3.3 Graph Neural Network (GNN) 

The evolution of Graph Neural Networks (GNNs) has given rise to numerous applications across 

diverse domains, including but not limited to Natural Language Processing (NLP) Computer 

Vision (CV), and Recommendation Systems . GNNs, with their capacity to capture high-order 

information, have paved the way for substantial advancements in these fields. In our research, we 

harness the power of Graph Convolutional Neural (GCN) within our Graph-based Interaction 

Knowledge Tracing (GIKT) model. By employing GCN, we aim to extract meaningful relations 

between skills and questions, effectively translating them into rich and informative representations. 

As far as our knowledge extends. 

3.4 How GNN works  

Graph Neural Networks (GNNs) are a type of deep learning model designed to work with graph-

structured data, where data is organized as nodes connected by edges (like a social network, a road 

map, or a recommendation system). GNNs aim to understand and process this data effectively.  

Each node in the graph starts with an initial representation, typically as a vector of numbers. These 

initial representations capture the characteristics of each node. 

GNNs operate through a process of message passing. At each step, each node sends messages to 

its neighboring nodes. These messages typically contain information about the node itself and its 

immediate neighbors. The idea is that nodes can exchange information and learn from each other. 

After receiving messages from their neighbors, nodes aggregate this information to update their 

own representation. This aggregation process combines the information from the node itself with 
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that of its neighbors. This is done by Neural Networks. In the below Figure 3.1 gray boxes show 

the neural networks.  

 

Figure 3.1 - Graph Neural Network ( source - Stanford Graph based Machine Learning lecture slides) 

 

For example, (XA) is a feature vector of node A. The inputs are those feature vectors, and the box 

will take the two feature vectors (XA and Xc), aggregate them, and then pass on to the next layer.  

 

Equation 3.1 - feature vector 

Notice that, for example, the input at node C are the features of node C, but the representation of 

node C in layer 1 will be a hidden, latent representation of the node, and in layer 2 it’ll be another 

latent representation. At each kth layer, ℎ𝑣
𝑘 feature vector produced by the Equation 3.2. It average 

the previous layer by the number of nodes in the current layer and add bias to previous layer, then 

perform a nonlinear activation denoted by σ. Wk (weight matrix) and Bk (bias matrix) are trainable 

parameters. 
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Equation 3.2 - Neighborhood aggregation 

3.5 Data preparation  

3.5.1 Creating knowledge graph  

Knowledge graph contain homogeneous nodes representing both questions and learning objectives. 

Learning objectives have proceeding or prerequisites learning objectives. Hence learning objective 

nodes has directional edges starting from prerequisites nodes. Every question has one learning 

objective. One learning objects have multiple questions. All the edges between questions and 

learning objectives, start from a learning objective.  

 

Figure 3.2 Sample Knowledge Graph 
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3.5.2 prepare students questions sequence. 

In the context of our study, the data sets and learning objectives is centered within the domain of 

Mathematics. This domain encompasses various sub-domains, including but not limited to 

Calculus, Trigonometry, and Complex Numbers. Within each sub-domain, multiple learning 

objectives exist, each comprising a set of questions with varying degrees of difficulty. 

Instructors can curate assignments by selecting specific learning objectives from a chosen sub-

domain. The existing system, in turn, leverages student performance metrics to dynamically select 

questions from the question bank. For the purpose of our study, an assignment is chosen, and the 

students are divided into training and testing subsets. 80% of students are randomly assigned to 

the training group, while the remaining 20% constitute the test group. 

Each student's interactions with the system are considered as sequences, with the defining features 

being the learning objective identifier and the question identifier. The target variable for analysis 

is the correctness of the answers provided by students. Notably, students engage with varying 

numbers of questions, resulting in non-uniform sequence lengths. Given that Long Short-Term 

Memory (LSTM) layers, integral to our methodology, exhibit suboptimal performance with 

excessively long sequences, we adopt a strategy to mitigate this challenge. 

To address the issue of sequence length, each student interaction sequence is decomposed into 

multiple smaller sequences. To ensure the preservation of these reduced sequence lengths, padding 

is applied. Throughout the training and testing processes, sequences padded with additional 

elements are appropriately masked to prevent their undue influence on model performance. This 

approach maintains the integrity of the data while accommodating the architectural considerations 

of the LSTM layer. 

3.6 Proposed method  

In our proposed methodology, we employ a systematic approach to enhance the understanding and 

prediction of student performance. The key steps of our method are outlined as follows: 
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Figure 3.3 Proposed Methodology 

1. Knowledge Graph Creation: 

We initiate the process by constructing a knowledge graph. This graph serves as a structured 

representation of the relationships between various entities in the Mathematics domain, 

encompassing sub-domains such as Calculus, Trigonometry, and Complex Numbers. Nodes 

within the graph represent learning objectives and questions, while edges signify the associations 

between them. 

2. Embedding Layer Generation: 
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To facilitate the learning process, we generate an embedding layer for both questions and learning 

objectives. This embedding layer translates the discrete entities into continuous vector 

representations, enabling the model to capture nuanced relationships and semantic meanings 

within the knowledge graph. 

3. Data Set Splitting: 

The available data sets are divided into distinct training and testing sets. Approximately 80% of 

students are allocated for training purposes, ensuring the model is exposed to a diverse range of 

interactions. The remaining 20% constitutes the test set, providing an independent evaluation of 

the model's predictive capabilities. 

4. Node Embedding Retrieval: 

In the model training phase, we retrieve embeddings for relevant nodes associated with the current 

question (t) and its preceding questions (t-1, t-2, ..., t-n). This retrieval process is crucial for 

capturing the dependencies between questions and learning objectives. 

5. LSTM-Based Prediction: 

Leveraging Long Short-Term Memory (LSTM) layers, our model is equipped to predict the 

correctness of students' answers. The LSTM architecture proves advantageous in capturing 

sequential dependencies within the student interaction sequences. The model processes the 

embeddings of relevant nodes over time, allowing it to discern patterns and make informed 

predictions regarding the correctness of students' responses. 

3.7 Model Architecture  

Model accepts question id of  the tth question (Qt). Then the knowledge graph return the relevant 

Knowledge Graph Embeddings (KGE) to the Long Short Memory layer (LSTM). LSTM layer 

produce 2 outputs. One is hidden layer which pass through the sequence. Other output is the 

mastery level which goes through a binary classifier that convert mastery level to answer 

correctness using a sigmoid function. Predicted answer correctness (Pt) and actual value of answer 
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correctness (Ct) at tth time are used to calculate the Loss value using predetermined loss function. 

These loss values used to optimize the model parameters using an optimizer.  

 

Figure 3.4 Model Architecture 
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4 Evaluation and Discussion   

As discussed in early chapters preliminary task of this research is to predict student ability give 

the correct answer to a question given a sequence of previous questions, correctness of answers 

and related learning objectives. For given question there are two outputs. They are correctly 

answered or not. Hence this is a binary classification problem. We develop mainly two models and 

use one benchmark model (BKT). It is equally important to predict students being able to give 

answers correctly or wrong. And dataset is approximately balance data set.  

 

Figure 4.1 Evaluation process 
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4.1 Accuracy  

Accuracy is a commonly used metric for evaluating the performance of binary classifiers. It is 

defined as the proportion of correct predictions made by the classifier. In the context of a binary 

classifier, accuracy is calculated as shown in the Equation 4.1 

Accuracy =
Number of correct positive predictions +  Number of correct negative predictions

Total number of predictions
 

Equation 4.1 Accuracy 

Accuracy is a good metric to use when both true positives and true negatives are equally important 

because it considers both types of correct predictions. Therefore, we use accuracy to evaluate 

individual model performance. It also frequently used in related literature to compare models. 

4.2 Area Under Receiver Operating Characteristic Curve 

We also use Area Under Receiver Operating Characteristic Curve (ROC AUC) to compare models 

and select best model parameters. Receiver Operating Characteristic curve plots true positive rate 

vs false positive rate. ROC AUC, or Area Under the ROC Curve, is a performance metric for 

binary classification problems. It measures the ability of a classifier to distinguish between classes 

and is used as a summary of the ROC curve. An ROC curve is a plot of the true positive rate (TPR) 

against the false positive rate (FPR) at various threshold settings. The TPR is the proportion of 

positive cases that are correctly identified as positive, while the FPR is the proportion of negative 

cases that are incorrectly identified as positive. 

The AUC is calculated by measuring the area underneath the ROC curve. A perfect classifier 

would have an AUC of 1, meaning that it can correctly identify all positive cases and correctly 

reject all negative cases. A random classifier would have an AUC of 0.5, meaning that it is no 

better than guessing. 

AUC is a useful metric because it is not affected by the class imbalance in the data. This means 

that it can be used to compare the performance of classifiers even when the number of positive and 

negative cases is not equal. Hence we use ROC AUC as the second performance indicate the 

compare models. 
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4.3 Loss function  

The choice of a loss function is important in deep learning projects as it serves as a guidepost for 

the neural network to minimize errors during training. Essentially, it quantifies the disparity 

between predicted and actual values, allowing the model to adjust its parameters iteratively for 

improved performance. In binary classification tasks, where the outcome belongs to one of two 

classes, binary cross-entropy is a popular choice for the loss function. It calculates the difference 

between the predicted probability distribution and the actual distribution of the binary outcomes. 

By penalizing large deviations between predicted and actual probabilities, binary cross-entropy 

incentivizes the model to converge towards accurate classifications, making it a fundamental tool 

in optimizing the performance of binary classification models in deep learning projects. Our target 

variable has only values. Students gave the correct answer or not. Hence it is a binary variable. 

Therefore, we chose binary cross-entropy as our loss function. Loss function plotted over number 

of epochs (number of training loops) define as learning curve. 

Loss function provide multiple insights about the model behavior such overfitting and underfitting 

and hyper parameter tunning, model convergence. Too many training epochs lead to overfitting 

the model. And fewer training epochs lead to underfitting the data. To find balance number of 

training epochs we use training loss and testing loss.  We stop training when testing loss function 

stop reducing parallelly to training loss and start to increase. After examining several learning 

curves across varying epochs, we noticed a consistent pattern: the testing learning curve began to 

rise in comparison to the training learning curve after 10 epochs. As a result, we concluded that it 

was prudent to cease training beyond this point. 

4.4 Optimizer  

The choice of optimizer holds immense significance in deep learning projects, as it determines the 

efficiency and effectiveness of the model's training process. Optimizer, optimize weights and 

biases in a deep neural network based on the loss function values. Adam optimizer is one of the 

frequently used optimizers in adaptive learning domaining. After trying out different optimizers 

including Adam optimizer, we observed Adam optimizer tends converge model faster.  
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Among various optimizers, the Adam optimizer stands out for its adaptive learning rate capabilities 

and momentum-based adjustments, which often lead to faster convergence and improved 

performance. However, despite its advantages, the Adam optimizer has notable drawbacks. One 

significant concern is its sensitivity to hyperparameters, such as the learning rate, beta1, and beta2 

parameters, which may require careful tuning to prevent performance degradation. Additionally, 

Adam may exhibit suboptimal performance on certain types of datasets or architectures, 

necessitating thorough experimentation and comparison with alternative optimizers to ensure 

optimal results in deep learning projects.  

4.5 Split train and test data 

When models are trained, models can be overfitted to the data. Hence, we split data in to test data 

and train data. Each student’s interaction sequence has an order, similar to a time series. Therefore 

we select the first 80% of the interactions as the training data of each student. Rest of the 20% of 

the interactions of each student consider as the test data. Each model trained on train on train data 

and calculate the model performance. Then we predict the student answer correctness using test 

and calculate the model performance to observe whether model is overfitted.  

During the training process we consider the running average loss of each epoch to select best model 

parameters. We use Binary Cross Entropy function as the loss function, since this is binary 

classification task. Considering the lengthy time each model takes to train we can not use grid 

search to find the optimal model parameters, but we use brute force method to find better model 

parameters. As an example we adjust model learning rate , hidden layer size , number of layers etc.  

Since we are using a new data set we can not compare our model performance directly with the 

previous studies. Hence we use BKT and train and test the same data set. All most all the other 

studies have used BKT as a benchmark model. This can be used to compare out model performance 

and data set with other studies.  

4.6 Experiments and Results  

Two sets of experiments designed for this study. One set of experiments consider only learning 

objectives predict correctness of answers. Second set of experiments consider both learning 
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objectives and questions. Both experiments conducted multiple times and calculate mean and 

variance of Accuracy and ROC_AUC.   

4.6.1 Model Performance without Question Embeddings  

In this experiment, model consider only Learning Objective Embeddings and students answer 

correctness. Model use embeddings of learning objective relevant to question in the question 

sequence and each questions answer correctness. Model does not significantly improve after 3rd 

epoch (test learning curve does not drop significantly after 3rd epoch). This model best performance 

is Accuracy 74.2% and ROC AUC 68%. 

 

Figure 4.2 Model performance without question embeddings 
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Figure 4.3 Model performance without question embeddings experiments 

4.6.2 Model Performance with Question Embeddings  

Learning curve compare the train loss and testing loss functions. As discussed in 4.3 Loss function, 

learning curves help identify early stopping point. By observing above graph, we can clearly see 

that after 12th epoch, test loss has a increasing trend and training loss decrease further. This 

divergence indicates overfitting. The model is becoming too specialized in predicting the training 

data, resulting in poor generalization to unseen data (represented by the test set). Test model 

accuracy is 80% and ROC AUC is 80%. That means model can predict students answers 
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correctness correctly 80 times out of 100 times. An ROC AUC score of 80% suggests that the 

classifier has a relatively good ability to distinguish between the two classes. Specifically, it means 

that if you randomly select one positive and one negative observation, the classifier will rank the 

positive observation higher than the negative one approximately 80% of the time. 

 

Figure 4.4 Model performance with question embeddings 
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Figure 4.5 Model performance with question embeddings experiments 
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5 Conclusion and Future work  

This study presented a novel Deep Knowledge Tracing to predict students’ ability to predict 

provide correct answer. Existing Deep Knowledge Tracing methods used question similarity 

mechanism to find the most similar questions seen by the students. This process increases 

computational complexity and requirement. But our study considers only most recently used 

questions (and learning objectives) to predict students’ mastery level.  

We conducted two sets of experiments.  First set of experiments consider only learning object 

embedding to predict students’ mastery level. Second experiment consider both learning object 

embeddings and  

Comparing Accuracy and ROC AUC of both models, model with questions embeddings has a 

higher Accuracy and ROC AUC compared to model without question embeddings. Hence, we can 

conclude that question embeddings improve the model performance.  

In the proceeding studies we will use this work to build question recommendation engine. 

Proposed methodology will be used to assess individual student’s mastery level and new questions 

can be suggested from the question bank to increase the mastery level, adapting to student  
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