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Abstract

In this research, we explored the potential of Large Language Models (LLM) to

enhance the automated marking process in education by utilizing LLMs’ improved

understanding of language and instructions following nature. We provided subject

content as knowledge to increase accuracy in the marking of answers written for

structured questions that are made up of theoretical subjects. Additionally, we

examined the use of grading rubrics to maintain consistency and fairness in the

marking process and, the use of prompt optimization techniques to enhance the

accuracy by refining the prompts. Importantly, we examined the reliability and

generalizability of prompts across various subjects and di↵erent questions, making

the optimized prompt applicable to automated student answer marking of various

theoretical subjects. Finally, detailed feedback generated utilizing the rubric

grading scale that provide students with valuable insights to aid their learning

journey.

The results of the study highlighted the importance of providing external

knowledge within the prompt to improve the performance of Large Language

Models (LLMs) like Generative Pre-Trained Transformers (GPT) in the automated

grading of students’ answers. The inclusion of grading rubrics, model answers,

and course content significantly enhanced the accuracy of scores assigned by the

LLM, reducing deviations from human evaluator scores. Particularly in theoretical

subjects within the IT domain, where LLMs tend to apply vast knowledge beyond

the scope of student expectations, providing course content or model answers

helped define the expected answer scope and guide the LLM in determining other

possible correct answers. This approach not only streamlines the marking process

for academic sta↵ but also promotes transparency and reduces human errors

in marking. Additionally, prompt engineering techniques were used to further

engineer the basic prompt. A detailed feedback was also provided to students at

the end of the marking process. However, combining multiple prompt engineering

techniques with a basic prompt did not outperform the basic prompt, suggesting

the need for further exploration and refinement in prompt design strategies.
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Preface

This research focuses on analyzing the capabilities of LLMs to assess the short

answers written for theoretical exams. This process includes several components

and some of them are optional and some are mandatory components. Question

and student answers are mandatory components. With this research how the

performance of LLMs would be diverse with di↵erent combinations of optional

components was evaluated. The optional components that are analyzed here are

the grading rubric, a model answer, and the course content.

Di↵erent OpenAI GPT models such as GPT-3.5 Turbo, GPT-3.5 Instruct, and

GPT-4 were utilized for the student answer assessment. Since the course content

was retrieved using a vector database, OpenAIs text-embedding-ada-002 model

was used to create embeddings. This method of providing the course content falls

under the Retrieval Augmented Generation (RAG) technique. Prompt engineering

techniques were also incorporated to create prompts. Therefore, the impact of

RAG and prompt engineering techniques is evaluated in this research. A basic

prompt was used to perform student answer assessments across di↵erent subjects

and di↵erent question types. How engineered prompts improved the student answer

assessment process is also evaluated.

The results of the experiments conducted by our group are presented in

Chapter 4. A pilot study was performed to identify the best-performing LLM

and further experiments were conducted with the GPT-4 model for basic and

engineered prompts with the guidance of our supervisors to generate valuable

findings. With the constant guidance and supervision of our supervisor and

co-supervisor, conclusions were drawn on the evaluation and final results. This

piece of research work would be a great source of knowledge for future research on

Automated Student Answer Assessment.
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Chapter 1

Introduction

1.1 Background

Assessment of student answers written for an examination is a tedious task. The

traditional way of assessing student answers is performed by human evaluators.

These human evaluators have their views on assessing a particular question

based on their experience, preferences, and subject knowledge. Sometimes, the

assessment is influenced by the student who submitted the answer, resulting in a

biased assessment. Traditional student answer assessment results in many human

errors which can occur due to various factors such as wrong interpretations of

student answers, lack of instruction, fatigue, etc. Due to the time-consuming

nature of this approach, students do not have enough time to understand their

weaknesses and improve their understanding and knowledge of that particular

subject. Di↵erent human evaluators have di↵erent thinking patterns which results

in di↵erent interpretations of student answers and assessment criteria. Therefore,

human assessment of student exam answers is subjective.

With the outbreak of covid-19 pandemic, all educational activities were

transitioned to online platforms. The examination to evaluate the student’s

understanding of the subject knowledge was conducted via computer-based online

examinations, in addition to the teaching process. Initially, the computer programs

automatically marked the multiple choice questions, while the human evaluators

marked the written questions through online platforms. Later, semantic similarity

measures and NLP techniques were adopted to assess the written student answer.

These platforms were also evolved as proctoring systems that detect students’
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unusual behavior to identify cheating during the examinations.

Automated student answer assessment, often referred to as automated student

answer marking, belongs to the domain of Automated Essay Scoring (AES)

and is employed to assess student answers. The research on AES has been

started long before the outbreak of covid-19 pandemic. Project Essay Grader

(PEG)[1] is considered one of the earliest studies on Automated Essay Scoring

AES. Later, di↵erent kinds of feature extraction and NLP techniques such as

extracting content-based features, statistical features, style-based features were

adopted. Part-of-speech tagging, N-grams, semantic similarity, and sentiment

analysis were some of those techniques. These strategies successfully eliminated

the subjectivity and inherent bias in the human assessment of student answers.

Traditional natural language processing (NLP) methods were gradually overtaken

by the utilization of machine learning, vector embeddings, neural networks, and

pre-trained transformer models like BERT and RoBERTa [2]. Machine learning

approaches employed in the AES sector can be categorized into classification and

regression tasks. Within the AES area, neural networks such as CNN, RNN, and

Randomforest were also employed. The majority of the developed models achieved

moderate performance in assessing student answers.

Large language models are the most recent advancement in natural language

processing. Beyond BERT, The OpenAI Generative Pretrained Transformer

(GPT) models have demonstrated remarkable proficiency in the understanding of

languages and reasoning. GPT models are trained on vast amounts of text data,

enabling them to understand and generate human-like responses across a wide

range of topics and writing styles. Given the capabilities of GPT models, they

are being employed for a wide range of tasks such as chatbots, data analysis, code

generation, etc. Therefore, these OpenAI GPT models demonstrate significant

potential in assessing written student answers.

There are other techniques such as Retrieval Augmented Generation RAG [3]

which were developed with the evolution of LLM models such as OpenAI GPT

models. This technique involves both retrieval and generation. An external

knowledge source will be retrieved from a large dataset or a database and it will be

provided as an input to LLMs. This approach significantly enhances the accuracy

and reliability of LLMs. This technique is also referred to as in-context learning

which helps LLMs to generate responses based on the provided context data within

the prompt. This approach can be utilized to provide the latest knowledge and

data without training the model specifically.
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Various solutions were suggested and created in the field of AES (Automated

Essay Scoring) by utilizing the reasoning capabilities of OpenAI GPT Models.

The aim was to enhance the reliability and accuracy of automated assessment of

student answers in language tests. [4] These models tend to generate misleading

responses due to hallucinations which can be described as generating wrong

responses and stating them as correct. Since there is a lack of AES research

done in terms of marking short answers of students written for theoretical exams

of the IT domain, this research explores the ways of enhancing this existing

marking process for theoretical examinations with the capabilities of OpenAI GPT

models utilizing di↵erent prompt engineering techniques and providing the subject

knowledge via RAG approach. Course content is provided as it is necessary to

answer the examination question based on subject knowledge. Additionally, how

to provide proper feedback for each question is also explored as a feature. This

procedure is useful to assess the student answers for di↵erent subjects or modules

while addressing the shortcomings in manual student answer assessment such as

subjectivity and biases.

3



1.2 Research Problem and Research Questions

1.2.1 Research Problem

There is a set of guidelines provided for assessing the student’s answer to ensure

the standardization of the marking process and it is called the Grading Rubric[5].

This is followed by the human evaluators when assessing the student’s answers. A

grading rubric is provided to guarantee that every evaluator follows a standardized

marking approach, rather than using their methods. Despite adhering to these

guidelines, human evaluators often make errors as a result of their di↵erent

interpretations of grading rubrics and their biases. In addition, human assessors

possess the necessary expertise to assess student answers, regardless of the presence

of a model answer.

To enhance the student answer assessment process reduce subjectivity and

biases and ensure a standardized procedure is followed throughout the student

answer assessment process, the traditional procedure done with human evaluators

was replaced with automated or computer-based student answer assessment. These

AES methods have evolved through several phases such as traditional NLP

techniques, machine learning techniques, vector embeddings, neural networks,

and pre-trained transformer models such as BERT (Bidirectional Encoder

Representations from Transformers). They assessed student answers based on

di↵erent techniques such as keyword extraction, a bag of words, POS tagging,

WordNet graphs, etc. Since LLMs and OpenAI GPT models were rapidly adopted

around the world, researchers also adopted them for the AES domain due to their

ability to generate human-like responses and their advanced reasoning skills. These

research works mainly focused on marking language test answers written to assess

the language proficiency of students.

There is a lack of research work done to assess short answers written for

theoretical examinations. Despite possessing exceptional reasoning skills and

language understanding, sometimes they generate hallucinations. Hallucinations

refer to the inaccurate or deviated responses generated for the given input or the

prompt. This reduces the amount of correct scores granted for student answers.

This research explores the e↵ectiveness of Retrieval Augmented Generation (RAG)

to provide course content as subject knowledge and the use of prompt engineering

techniques to reduce the amount of generated hallucinations during the AES

process to mark student answers written for theoretical subjects in the IT

domain. The assessment procedure of the answers varies based on the question
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type, but previous research failed to take this into account. Further, there are

several high-performing OpenAI GPT models such as GPT-3.5-Turbo, GPT-4,

and GPT-3.5-Instruct and their capabilities are di↵erent. Comparing them and

finding the best-performing model for the AES process is also a useful finding.

Utilizing OpenAI GPT models to provide feedback for each student’s answer is

also beneficial for students and is explored as an additional feature. This research

will address these concerns by solving the following research questions.

1.2.2 Research Questions

There are several essential things needed for the student answer assessment and one

of them is following a grading rubric. This serves as a guideline for determining how

marks should be allocated for each section of the student’s answer. The grading

rubric should be followed while comparing the content that should be provided in

the student’s answer and what is already included in the students’ answer. The

model answer is an additional factor taken into account by human evaluators when

assessing student answers. A model answer can be defined as a response that

fulfills all of the requirements of the given question. It demonstrates the expected

level of understanding that the students have about the subject. Evaluators can

determine the level of analysis dedicated to the question by referencing the model

answer. Following the same process done by the human evaluators, GPT models

can be prompted by providing them with instructions, which include a question,

student answer, grading rubric, and the model answer. GPT models will follow

the specified instructions to assess the provided student answer given within the

prompt and generate a score and feedback. Hence this research question will be

able to enhance the automated student answer assessment utilizing the capabilities

of OpenAI GPT models.

RQ 1: How to improve automated marking through Retrieval

Augmented Generation (RAG) and using prompt engineering

techniques.

Each question in a theoretical examination is formed by referring to a particular

section within the course content to analyze the understanding of students.

Therefore, the answer to that question resides within that particular section.

Therefore, course content can be considered as a substitution for the model answer

since it is also derived by referring to that section. Also providing relevant course

content along with the model answer may define a better scope for the LLM

model to gain knowledge and enhance the student answer assessment process. This
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approach can be achieved by the RAG technique. This is used to retrieve external

sources of knowledge from a large database and utilize them to prompt LLMs. In

addition, other prompt engineering techniques have been invented and presented as

enhancements to the prompt, to generate more e↵ective responses. This question

is used to determine the potential of these techniques to enhance the automated

student answer assessment process.

RQ 2: How well do di↵erent OpenAI GPT Models perform in

automated marking across various subjects and di↵erent

question types.

OpenAI models vary in the number of parameters they possess and the training

data they are trained on. This has an impact on their performance. Employing

them in the process of evaluating student answers and identifying their performance

di↵erences will lead to understanding which model excels in automated student

answer assessment. As well as the model types, student answers are also available

for di↵erent question types and subjects. This research question explores the ability

of each model to assess student answers. Then utilize the best-performing models

for the student answer assessment procedure and determine their performance

across di↵erent question types and di↵erent subjects.
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1.3 Aim and Objectives

1.3.1 Aim

Enhancing the automated marking process utilizing capabilities of large

language models and providing individual feedback on students.

The traditional student answer marking process exhibits several drawbacks as

a time-consuming and subjective process. Traditional AES models also su↵er

from lack of language understanding since they utilize bag-of-words, n-grams as

traditional NLP techniques, regression and classification techniques as machine

learning, WordNet graphs, etc. Large Language Models possess immense potential

and are capable of e↵ectively completing complex tasks that need logical thinking in

a short timeframe. It helps to reduce the time taken for student answer assessment.

Additionally, they incorporate logical reasoning steps that resemble the process of

human decision making. At the end of the assessment process, providing feedback

on student answers is also a crucial step. Students can incorporate the feedback

given at the end of this process to improve themselves in that specific subject area.

Since LLMs have text-generation skills, they can be utilized for giving feedback to

students after assessing the answers based on the mistakes students have made when

answering the questions. Feedback generation can be provided as an additional

feature. This aim is intended to be accomplished through the following objectives.

1.3.2 Objectives

Following are the objectives that are in focus to achieve regarding each research

question(RQ).

RQ 1: Evaluate the impact of prompt design on the accuracy of the

automated marking process, identifying key elements within

prompts that can improve automated marking.
A prompt serves as the means of communication with the OpenAI GPT models.

These models may struggle to understand the provided prompt and sometimes

interpret the same prompt di↵erently due to the presence of ambiguous

instructions. To reduce this, there are di↵erent prompt engineering techniques

available and tried out by previous works. Popular techniques for prompt

engineering include using a chain-of-thought approach to guide LLMs in thinking

step by step, using delimiters to separate di↵erent parts of the prompt, and
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o↵ering multiple examples within the prompt to help LLMs master the tasks in

a few-shot approach [6]. After a basic prompt for student answer assessment has

been developed, it can be engineered using the techniques discussed previously.

The prompt provided is a basic prompt with simple directions, designed without

employing any prompt engineering techniques. By comparing the performance of

these engineered prompts with the basic prompt, we can determine the e↵ects of

prompt engineering techniques.

RQ 1: Evaluate the impact of Retrieval Augmented Generation (RAG)

to enhance the automated marking process.

Based on the current state of the art, the majority of advancements in the field

of AES have been achieved by assessing student answers through a comparison with

a model answer. This model answer serves as a comprehensive and detailed answer

that includes all the essential information required for students to receive full marks.

As this is derived from the course information provided to the student, we can

provide the relevant portion of the course content regarding the specific question,

both with and without the model answer. The emergence of LLMs has made

RAG a valuable technique for incorporating external knowledge from another data

source into LLMs. This technique can be employed to provide subject knowledge to

OpenAI GPT models for evaluating student answers. This objective examines the

ability of this approach to improve the process of automatically assessing student

answers.

RQ 2: Investigating the possibility of designing an improved prompts

for all question categories.

Di↵erent types of questions expect di↵erent types of answers from the students.

Sometimes the question expects the specific theory covered and sometimes the

question expects an open answer. Answers to these two categories of questions

are assessed using di↵erent methods. Instead of employing two separate prompts

for assessing student answers for those question types, it is possible to consolidate

them into a single prompt. Developing a single prompt that e↵ectively assesses

student answers for both sorts of questions minimizes unnecessary redundancies.

This is investigated through this objective.

RQ 2: Examine how well GPT models can handle di↵erent subjects

and types of questions in the marking context.

OpenAI introduces new GPT models as improvements to previous models.

These models possess various amounts of parameters. Some models perform

well in their ability to follow instructions. GPT-4 model demonstrates high
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performance across a diverse set of activities. The version accessible to the general

public at no expense via chatGPT is GPT-3.5-Turbo. Therefore, di↵erent models

will assess the student answers di↵erently. This also relies on the number of

dimensions, token limit, and training data. Their approach to conducting the

student answer assessment procedure may vary depending on the subjects and

types of questions. Therefore, this objective helps to determine the best-performing

model in automated student answer assessment for various subjects and question

types.
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1.4 Justification for the Research

AES was introduced as a replacement for the human evaluation of student

answers due to the inherent subjectivity and biases associated with the evaluation

process. Subsequently, it underwent advancements using NLP techniques, Machine

Learning, Neural networks, Pre trained transformer models such as BERT

and LLMs. Previous research has demonstrated the impressive capabilities of

pre-trained transformer models, specifically in the context of automated essay

scoring. These achievements have been accomplished through the process of

fine-tuning BERT models.

With the emergence of LLMs, several works have been done utilizing the

capabilities of OpenAI GPT models. The potential of these models in text

generation and logical reasoning has shown the potential for the AES process.

Consequently, these have been employed for automated assessment of student

answers. The primary elements included in AES include the Question, Student

Answer, Model Answer, and a grading rubric serving as a marking guideline.

Within some works, they have only utilized Questions, Student answers, and the

grading rubric. The majority of research studies have mostly concentrated on

assessing student answers written for language examinations designed to evaluate

students’ language proficiency.

Hallucinations pose a significant challenge in Language Model (LLM) research,

particularly in scenarios where precise and contextually relevant responses are

crucial, such as in Automated Essay Scoring (AES). While some studies have

attempted to mitigate hallucinations by training smaller models and employing

techniques like fine-tuning and few-shot learning, there remains a gap in addressing

the incorporation of external knowledge. These approaches focus primarily on

optimizing model performance within the existing pre-trained data framework but

miss the potential benefits of integrating external information sources. Without

considering external knowledge, LLMs may struggle to accurately comprehend

and respond to inputs within specific domains, limiting their usefulness in tasks

requiring complex understanding and contextual relevance. To address this gap,

researchers need to explore methods that incorporate external knowledge into

LLMs. By leveraging supplementary information from relevant sources such as

textbooks, reference books, or lecture notes, LLMs can enhance their understanding

of domain-specific content and mitigate the e↵ects of hallucinations. This approach

becomes particularly crucial in automated essay scoring, where student responses

are expected to align closely with taught course content. By integrating external
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knowledge, LLMs can better discern the scope and context of student answers,

leading to more accurate assessments and mitigating the impact of hallucinations

on scoring accuracy. Overall, the integration of external knowledge represents a

promising avenue for advancing LLM research and improving their performance in

tasks requiring domain-specific understanding and contextual relevance.

However, GPT-4 exhibits a notable decrease in hallucinations compared to

earlier GPT-3.5 models [7]. There is a lack of research conducted on the application

of AES for theoretical subjects that require the subject knowledge to answer

the questions. Therefore, this work aims to examine the procedure of AES for

various question types and subjects by harnessing the capabilities of OpenAI

GPT models. This research also incorporates the Retrieval Augmented Generation

(RAG) approach for providing subject knowledge to these models. The purpose is

to minimize hallucinations and facilitate learning without the need for training. In

addition to that, feedback generation for each student answer and analyzing the

e↵ectiveness of prompt engineering techniques to enhance the AES is also included

in this research.
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1.5 Outline of the Dissertation

The significance of this research is thoroughly explained in this chapter. This

chapter also addresses the research issue and its associated contexts. This chapter

will discuss the scope and limitations of this study.

A comprehensive literature review is done and it is included in chapter 2. It

discusses how Automated Essay Scoring has evolved through several phases of

Natural Language Processing techniques. From the initial phase which was based

on Bag of Words, Part-of-Speech tagging, and Semantic Similarity technique. Then

later improvements were made utilizing machine learning, neural networks, and

pre-trained models and they are described here. There is a huge improvement done

by fine-tuning BERT for AES tasks. With the emergence of LLMs, they have shown

great potential for AES. Then the literature review mainly focuses on the literature

after the emergence of LLMs because this research specifically focuses on utilizing

the capabilities of LLMs for automated student answer marking. Research works

done regarding prompt engineering techniques and retrieval Augmented generation

(RAG) are also explored since these areas will be integrated with the LLMs for this

research.

Chapter 3 discusses the methodology of this research. It describes the dataset

and gives a detailed view of the process of data collection and preprocessing, the

experiment carried out, and the evaluation of the generated results.

In Chapter 4, comprehensive details of the final results and evaluation are

presented and Chapter 5 demonstrates the conclusion of the research and outlines

future work. The last chapter, Chapter 6 includes Appendices presenting the

supplementary materials such as prompt versions, confusion matrices, hallucination

exmaples, wrong assessment of students answers contain within the dataset, the

chunking process of the course content, and grading rubrics utilized for this

research.
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1.6 Scope and Delimitations

Addressing the identified problem, the research involves assessing the student

answers written for the Bachelor of Information Technology Degree Program of the

University of Colombo School of Computing. The research seeks to provide insights

into the acceptance, challenges, and potential benefits of automated assessment

of student answers with the ultimate goal of informing the development of more

e�cient and e↵ective assessment systems.

The student answers were scanned for two di↵erent subjects: IT 5105

Professional Issues in IT and IT 5306 Principles of Information Security. The

research primarily focused on assessing the scanned student answers using OpenAI

GPT models. This was done by utilizing a basic prompt template that was

specifically created to analyze student answers. This prompt does not have prompt

engineering techniques. The performance of the GPT models is evaluated using

this prompt template, and the model that performs the best is selected to analyze

a larger set of student answers across di↵erent subjects. The answers were assessed

again utilizing prompt templates that were specifically designed using various

prompt engineering techniques. This process helps to discover whether the student

answer assessment process can be enhanced using the capabilities of OpenAI GPT

models and then involving prompt engineering techniques. These prompt templates

include the subject knowledge relevant to the particular question with the intention

of analyzing the performance of these models for student answer assessment with

the provision of subject knowledge. Additionally, feedback is also provided for each

students’ answer by using another prompt.

1.6.1 In scope

The following points are addressed in this study.

• Automated marking of short answers written for structured questions.

• Utilizing grading rubrics for the marking process of student answers.

• Providing detailed feedback using the rubric grading system.
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1.6.2 Out of scope

The following points will not be addressed in this study.

• Automated assessment of Multiple Choice Questions.

• Automated assessment of answers with diagrams.

• Automated assessment of essays.

• Automated marking of coding-related question answers.

1.7 Summary

This chapter elucidates on research introduction. This chapter provides an

explanation of the research introduction, which establishes the foundation for the

fundamental understanding of the dissertation. The introductory chapter begins

with the background which explains the motivation of the research and the need

to enhance the automated marking process with the capabilities of OpenAI GPT

models. Given the logical reasoning capabilities of OpenAI GPT models, it has

been emphasized the need to utilize them in the AES domain.

The upcoming literature review section discusses that many studies have

employed OpenAI GPT models to assess student answers by utilizing the Student

Answer, grading rubric, and Model Answer. Through our research, we utilize

the Retrieval Augmented Generation (RAG) technique to present the necessary

subject knowledge or course content within the prompt, both with and without

the Model Answer. The evaluation also includes an assessment of the performance

of various models in automating the assessment of student answers for di↵erent

subjects of questions. This chapter concludes with an explanation of the outline

of the dissertation and follows up with a delimitation of scope. Further chapters

explain the procedural aspects of the research and the evaluations conducted during

the research.
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Chapter 2

Literature Review

2.1 Overview

Researchers in the field of Automated Essay Scoring (AES) have investigated

diverse strategies and techniques to e�ciently and precisely analyze and score

students’ answers in the context of AES. In this literature review, we have gone

through the related work in the AES domain under 4 sub-sections. First, we

referred to the papers related to AES research work which were carried out

before the rise of Large language models. The development of Automated Essay

Scoring (AES) systems has progressed from rule-based algorithms like Project

Essay Grader (PEG) in 1966 to more advanced methods that involve Natural

Language Processing (NLP), Bayesian models, and deep learning techniques over

more than fifty years.

In the second section, we have presented the work done in the AES context

by utilizing the capabilities of large language models. Deep learning models,

such as BERT and GPT, have had a significant impact on the development

of Automated Essay Scoring (AES). Research has demonstrated that adjusting

pre-trained language models like BERT for AES can enhance their e↵ectiveness,

leading to better performance compared to the most advanced models available.

Moreover, GPT has emerged as a promising tool for AES, providing possibilities

for accurate evaluation and feedback in educational contexts. GPT’s integration

has significantly changed the educational assessment, moving from prompt-based

assessment to fine-tuned models. This transition promises more e�cient and

objective evaluation methods, leading to better accuracy.
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In the next section, we have outlined the e↵orts made to improve AES tasks

by employing prompt engineering techniques. In the initial studies, prompts

were perceived as instructions to guide LLMs in predefined tasks. However,

recent advancements have introduced prompt engineering frameworks, including

pattern catalogs and task-specific prompting techniques, aimed at enhancing LLM

performance across diverse applications such as Automated Essay Scoring.

In the final part, we discuss the work done related to use of RAG techniques.

A study by Ovadia has evaluated knowledge injection via fine-tuning and Retrieval

Augmented Generation (RAG), favoring RAG for its ability to integrate external

knowledge. Another study has introduced In-Context Retrieval-Augmented

Language Modeling (RALM), enhancing LLMs without altering their architecture.

RAG proves crucial for question answering, and leveraging external knowledge

sources e↵ectively.

2.2 Automated Essay Scoring

The development of AES systems spans over half a century. In an early attempt

at an automated marking context, the researchers used rule-based algorithms

to assign marks [8]. The basic process was to match the keywords. Project

Essay Grader(PEG)[1] started Automated Essay Scoring (AES) research in 1966.

PEG graded the essay based on writing elements, including grammar, diction,

composition, and others.

Then, the exam answers were evaluated using semantic analysis to produce an

overall score for the student answers. Foltz, La- ham, and Landauer[9] created an

Intelligent Essay Assessor (IEA) using the Latent Semantic Analysis (LSA). IEA

was trained on domain-representative text, such as textbooks, samples of writings,

or a large number of essays on a topic, and it has compared the semantic similarity

of words and passages to assess essay quality, achieving accuracy comparable to

human experts.

Later, the trend shifted towards using Natural Language Processing (NLP)

(Natural Language Processing), which focused on the style and content of the

answer to assign a score. Bayesian Essay Test Scoring System by Rudner and

Liang[10] use Bayesian models for text classification in automated essay scoring.

This study achieved an accuracy of over 80% with a small dataset of 462 essays.

The results highlight the importance of feature selection and demonstrate the
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e↵ectiveness of the Bayesian approach in achieving an accuracy of over 80% in essay

scoring. So, with this, the rule-based scoring systems were refined with sentence

structure-based automated grading. Machine learning models used supervised

learning techniques, and the scoring process was conducted in 2 approaches:

classification task and regression task. The regression tasks goal was to predict

an essays score. The classification task was to classify the essays belonging (low,

medium, or high) relevant to the questions topic [8]. A Ridge regression model

was suggested by Sultan, Salazar, and Sumner[11], and among its features was

Text Similarity, which measures how similar a students answer is to the reference

answer. These text similarity features were Alignment, Semantic vector similarity,

term weighting, length ratio, and question demoting.

With the alignment feature, they measured the proportion of content words in

two sentences. Semantic Vector Similarity - This feature has used pre-existing word

embeddings to compute a sentence-level semantic vector for each input sentence.

The cosine similarity between the semantic vectors of the correct answer and the

students answer was then used as a feature to measure the correctness of the

response. Term weighting was distinguishing between domain-specific keywords

and general content words to grade short answers accurately. The models accuracy

of 0.887 indicates that short response scoring is highly accurate.

WordNet is a lexical dictionary-type database developed by Princeton

University for English. Previous work[12] utilized this database and generated

the WordNet graphs to compare the ideal answer given by the teacher and the

student answer. The number of common nodes of both graphs (N) is calculated

to compare the generated WordNet graphs. The score for the student’s answer is

calculated as follows:

Marks =
|N |⇥ Total marks

no of nodes within the WordNet graph of the final answer

The performance of the proposed method is higher than that of the existing

techniques. They have compared the Root Mean Square Error (RMSE) and

the evaluation time of the proposed method with other available methods in the

literature. Based on that comparison, the proposed method achieves better results.

Another work[13] has been done using supervised and unsupervised learning.

As the unsupervised learning method, they have clustered the student answers
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using k-means clustering with k =3 with clusters named as excellent, mixed, and

weak. The excellent cluster includes students’ answers that scored full marks, and

the weak cluster includes students’ answers with two marks. However, the mixed

cluster does not contain student answers with the same scores. Some student

answers with full marks are also included in the mixed cluster. It has been found

that there are some keywords similar to the model answer keywords contained

in those answers. This shows that a better knowledge of acceptable vocabulary

(synonyms) is needed to cluster more e↵ectively.

As the supervised method, they predict the scores for student answers by

calculating the hamming distance between the student answer and the model

answer. For that, they extract the keywords from both the model answer and

the student answer using the Bag of Words method. They compared the results

of teachers and their model; the disagreement between them is minor for three

questions. Only for one question the implemented model gives contradictory

results. They found that their model performed well when the student answers

contained the exact keywords in the model answer.

Later, developed automated marking systems have improved with deep learning

techniques and syntactic and semantic features, and they have been showing

improved results. With the success of deep learning, researchers started to utilize

various neural networks to learn text representations. Taghipour and Ng[14]

explored several neural networks, such as Long Short-Term Memory (LSTM) and

CNN. Finally, they found that the ensemble model combining Long Short-Term

Memory (LSTM) and CNN performs best. The study has used recurrent neural

networks, precisely long short-term memory (LSTM) networks to learn the relation

between an essay and its assigned score. The research results show that LSTM

performs significantly better than all other systems and outperforms the baseline

by a large margin (4.1%). However, basic Recurrent Neural Network (RNN) falls

behind other models and does not perform as accurately as GRU or LSTM.
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2.3 LLM Applications in AES

With the deep learning models, transformers have revolutionized the automated

marking process. The language understanding of the pre-trained language models,

for instance, Bidirectional Encoder Representations from Transformers (BERT)[15]

and GPT[16], has enabled the assessment procedure to use context understanding

and semantic meaning. BERT is typically used for natural language understanding

tasks, whereas GPT is for natural language generation tasks.

A study by Ruosong and team[17] has proposed a method to improve

the performance of Automated Essay Scoring (AES) by fine-tuning pre-trained

language models(BERT) with multiple losses, including mean square error loss

and batch-wise ListNet loss, resulting in better scores compared to state-of-the-art

neural models. The paper highlights the importance of utilizing pre-trained

language models and multiple failures to capture deep semantic information and

enhance the accuracy of AES. Another study by Sung, Dhamecha, and Mukhi[18]

used BERT for short answer grading. The proposed approach is evaluated on

two datasets: the ScientsBank-3way dataset of SemEval-2013 and two psychology

domain datasets. The paper reports up to a 10% absolute improvement in

macro-average-F1 over state-of-the-art results on the benchmarking dataset[19].

According to the study results, the fine-tuned model yields classification almost

up to the human agreement levels on the two psychology domain datasets.

The fine-tuned model based on BERT establishes state-of-the-art results on the

SciEntsBank dataset, outperforming previous approaches such as InferSent. GPT is

a recently released transformer-based language model. As the demand for e�cient

and objective assessment methods grows, LLM models like GPT have entered the

realm of automated essay scoring, revolutionizing the landscape of education and

assessment. A documentary analysis by Mhlanga[20] shows that GPT has many

educational uses now and in the future and can significantly impact education.

Mizumoto and Eguchi[4] conducted a study on the potential use of prompt-based

GPT for AES. They used OpenAIs text DaVinci- 003 model to automatically score

12,100 essays from the ETS Corpus of Non-Native Written English (TOEFL11).

They compared the scores to benchmark levels, and their results showed the

feasibility of using GPT in AES. Another research finding was that adding linguistic

features improved the prediction of the benchmark level significantly, indicating

that the combination of GPT + research-based linguistic features may produce the

best result in predicting professional ratings. They have used Quadratic Weighted

Kappa (QWK), a variant of Cohens Kappa, to assess the reliability of AES.
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Student learning can be improved by providing feedback and student marks

after the automated essay scoring. The AERA (Automated Explainable Student

Response Assessment) LLM-based framework has been developed for such scenarios

by distilling the knowledge of ChatGPT. AERA[2] is a fine-tuned small language

model such as the T5 model trained using the rationales generated by ChatGPT.

With the distillation, they have removed the inaccurate rationales of the dataset

before training the small language model. With simple instructions, it has achieved

an overall QWK of 55.54; with complex instructions, it has achieved an overall

QWK of 61.23. This has been further improved by further refinement of the

rationale Augmented.

A study by Kevin et al[21]. has focused on assessing how well GPT 3.5 and

GPT 4 rate short essays written in a Second Language. They have used the CEFR

(Common European Framework of Reference) rubric and a human-rated dataset of

short essay responses collected as part of the Duolingo English Test, a high-stakes

test of English for L2 learners. The dataset comprises 10,000 responses, focusing

on diverse native languages and genders. Responses were classified using a simple

CEFR estimator to ensure representation across CEFR levels. Human raters have

evaluated 1,961 essays based on a rubric aligned with the CEFR scale, achieving a

high inter-rater agreement of 0.87.

This studys methodology involved instructing GPT to rate essays provided

within eight predefined categories, with calibration examples provided based on

GPT’s token limit. They have initiated a fresh GPT chat for each assessment

to minimize potential interactions between essays. Inter-rater reliability (IRR)

between GPT and human rater one was then calculated. Additionally, this

study has compared GPT’s performance with two baseline approaches: a machine

learning (ML) classifier based solely on the character length of responses and

a firm baseline representative of current Automated Writing Evaluation (AWE)

methods, which typically utilize feature engineering and statistical modeling. The

methodology was designed to evaluate GPT’s e↵ectiveness in rating essays and to

benchmark its performance against existing methods commonly used in the field.

During the experiment stage, they conducted it in 3 ways. In the first

evaluation, they evaluated the GPTs ability to rate essay responses on the CEFR

scale when provided with only a minimal rubric and varying calibration examples.

In that experiment, they showed that when no calibration is provided, neither GPT

3.5 nor GPT-4 even outperformed the baseline classifier using character length only.

However, by providing just one calibration example for each rating category, GPT-4

has almost matched the performance of the AWE baseline. They have shown that
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providing additional examples did not result in significant improvement.

In the second experiment conducted with prompt engineering, they tested

two strategies for improving the performance of GPT-4. First, they used a

detailed grading rubric instead of a simple grading rubric, and second, they asked

the GPT to provide a rationale before providing its rating to elicit a chain of

thought (COT) reasoning. However, they concluded that GPT 4 required only one

calibration example per rating category to achieve near-optimal performance, and

other prompt engineering techniques they used were not very helpful. Also, they

have mentioned that there is more space for future research to explore the other

prompt engineering strategies for improving GPT performance.

A recent study[6] has investigated the e↵ectiveness of LLMs GPT 4 and

finetuned GPT 3.5 as AES tools. Further, in this research, they discovered that

the feedback given by the LLM can improve the human raters’ performance. They

have fine-tuned the GPT 3.5 model with the annotated dataset. For the datasets,

they have utilized a publicly available dataset and a private dataset. As the public

dataset, they used the ASAP dataset, and their proprietary private dataset was a

Chinese student English essay dataset comprising 6559 essays.

These researchers have used two methods for their experiments: prompt

engineering and further fine-tuning with the training dataset. The study has

explored di↵erent grading approaches, including zero-shot with and without the

rubrics, few-shot with rubrics, fine-tuning, and baseline methods. The prompt

engineering method used has involved developing initial instructions and refining

them using GPT-4. For the prompt engineering strategies, they have used COT

(Chain Of Thoughts) to enhance the capabilities of LLM.

In the few-shot approach, in addition to rubrics, they have included sample

essays and their corresponding scores to assist the model in understanding scoring

patterns. This sample selection was done in 2 ways; the first approach is

randomly selecting the samples. The second approach has followed a retrieval-based

approach that has proven e↵ective in enhancing LLM performance. Moreover,

they have followed a similar approach to what we have used for context inclusion

in our prompting. They have used OpenAIs text-embedding-ada-002 model to

calculate the embeddings and find the top k similar essays to include as sample

essays. In conclusion, the author has stated that models trained via supervised

methods exhibited the best performances. In addition, when provided with

detailed information, such as rubrics and examples, the performance of GPT 4

has improved.
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2.4 Prompt Engineering Techniques in AES

Large Language models (LLM) have recently transformed the field of natural

language processing. They are applied to di↵erent research areas, such as

Automated Essay Scoring, Automated Software Engineering Tasks, and Automated

Writing Evaluation. As LLM and their applications have become the discussion in

the field, identifying and implementing ways of conversing with LLM has been a

significant focus area. This led to emergent concepts such as prompting, prompt

engineering and prompt tuning.

A previous work [22] described prompts as instructions to guide the Large

Language models in following predefined rules, completing tasks automatically,

and generating outputs with predefined characteristics. They proceed with this

definition to further identify prompts as a form of programming, and they can

have patterns similar to software design patterns. They introduced a catalogue of

prompt patterns that enthusiasts can follow in prompting and prompt engineering

to solve common problems while conversing with models related to automated

software engineering tasks. Further, this work introduces a framework to document

the prompt patterns and depict how several prompt patterns can be combined to

enhance the performance of LLMs in the considered context. As they emphasised,

the quality of the output generated by these models solely relies on the quality of the

prompts. The introduced framework is followed through the catalogue to document

prompt patterns describing the specific intent for each pattern, categorising

to types: input semantics, Output customization, Error identification, Prompt

improvement, Interaction, and Context control, along with example prompts and

their limitations, providing a comprehensive guide to solve commonly occurred

problems when communicating with LLMs in any context.

LLMs employed in di↵erent research areas are customized for each context

to improve performance and accuracy. The finetuning approach and prompt

engineering are frequently used in customizing LLMs. A recent study [23] explores

the capabilities of both approaches, employing them in three primary software

engineering tasks: code generation, comment generation, and code translation. The

research analyses three prompt engineering techniques against 18 fine-tuned LLMs

and the state-of-the-art GPT-4. The performance of basic prompting, in-context

learning, and task-specific prompting were quantitatively analyzed for the selected

tasks. At the same time, a qualitative study was conducted with the participation

of 27 graduate students and 10 industry practitioners. Well-known and widely

used benchmark datasets CodeXGLUE, HumanEval, and MBPP were utilized in
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the study. The performance was evaluated using the pass@k metrics for code

generation, BLEU Score for comment generation, BLEU ACC, and CodeBLUE for

code translation. Accordingly, the findings emphasized that the state-of-the-art

LLMs GPT-4 could not significantly outperform the finetuned models in code

generation (NL to SC) tasks. However, the task-specific prompting technique has

demonstrated the most noticeable results in improving model performance by 8.33%

from the baseline and 6.99% from the basic prompting technique. The task-specific

prompting technique provides additional prompts to guide the model in generating

better results than the basic prompt.

Further, the findings depict that GPT-4 can considerably perform tasks such

as comment generation (SC to NL). Throughout the qualitative study, it was

observed that most participants were satisfied with the initial responses generated

by GPT-4. At the same time, some used conversational prompts to improve the

initial response and achieved 24.3% enhancement of evaluation from the initial

response. Concluding the work, they highlighted at the time of the study that even

the most used typical prompt engineering techniques, such as in-context learning,

did not aid GPT-4 to demonstrate huge improvement in accurately performing the

selected tasks as none of the approaches could dominate the others in any task.

The communication methods to generate the expected output are crucial when

employing LLMs across research areas. Even though the state-of-the-art LLMs

are trained on a large number of parameters that induce advanced language

understanding and reasoning capabilities, the performance of the models can still

be uncertain, depending on the contexts. Hence, exploring the prompt engineering

techniques that can be utilized to communicate with LLMs successfully is an

emerging research area. Another reasearch work [24] explore how the reasoning

ability of large language models can be enhanced by employing a method inspired

by two existing concepts in natural language processing. The study refers back to

the state of the art of the first concept, in which either the models were trained

from scratch, or pre-trained models were finetuned to enable arithmetic reasoning

in the LLMs. As they described, the second method utilizes in-context learning,

widely known as few-shot learning, as a prompt engineering technique to guide

the models. They explore the potential of incorporating few-shot-learning prompt

engineering techniques into complex reasoning tasks. The study introduces the

chain of thought prompting technique, which utilizes the concept of the chain of

thoughts concept in the prompts and combines it with few-shot learning techniques.

Chain of thought refers to the ability of humans to break down complex problems

into smaller components and solve them step by step. The new approach was

tested against the well-known LLMs: GPT-3, PaLM, and LaMDA in arithmetic,
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commonsense, and symbolic reasoning benchmarks. They utilized the GSM8K

and MAWPS benchmarks of math word problems, the SVAMP, ASDiv dataset

and AQuA dataset of various math problems for the study. The baseline was set to

the standard few-shot learning prompt. Results of the study led to key takeaways

revealing that Chain of thought ability emerges as the model scales up. Hence, it

does not positively perform in small models but drastically improves performance

in models with above 100B parameters.

Further, it was observed that CoT prompting is mainly favorable in more

complicated tasks that require complex reasoning. During the study, the scaling

curves were dramatically elevated by the chain of thought prompting compared

to standard prompting when employed in various reasoning tasks. Furthermore,

the PaLM 540B parameters model created a new state of the art for arithmetic

reasoning with CoT prompting. At the same time, GPT-3 and PaLM favorably

reached state-of-the-art in overall reasoning tasks. They observed that the

reasons generated by CoT prompts were logically and mathematically correct

when manually inspecting 50 random samples and their outputs. In conclusion,

the studys main finding is that chain-of-thought prompting outperforms standard

prompting in arithmetic, commonsense, and symbolic reasoning tasks. This study

significantly contributes to the field by introducing a prompt-only approach as an

alternative to the need for extensive training datasets to finetune models to enable

reasoning ability in them related to specific contexts.
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2.5 Retrieval Augmented Generation (RAG)

To address the issues of static and non-specific knowledge in Large Language

Models (LLMs), regular updates to the model’s training data should be

implemented, incorporating recent information and domain-specific datasets.

However, more than general pre-training is required for knowledge-intensive tasks;

a post-processing step called knowledge injection is required. This step enhances

the model’s expertise in specific domains by integrating additional domain-specific

knowledge into its responses, further improving its accuracy and relevance across

various contexts.

Oded Ovadia [25] has worked on evaluating the knowledge injection capabilities

of LLM by comparing Finetuning and RAG, which are two widely used techniques

for knowledge injection. Fine-tuning involves adjusting a pre-trained model to

perform better on specific tasks, while RAG expands the model’s abilities by

integrating external knowledge sources. In this study, they included tasks from

di↵erent fields to ensure that the evaluation of LLM was not limited to specific areas

of knowledge. They have compiled a dataset from Wikipedia articles to evaluate

the LLM abilities, focusing on clean, manageable chunks of information. A new set

of multiple-choice questions was also generated to accurately evaluate the models

performance. The researchers used the LM-Evaluation-Harness repository to assess

LLMs’ performance in their experimental phase. They have evaluated three

modelsLlama2-7B, Mistral-7B, and Orca2-7Balong with other baseline models and

variations. Finally, their results showed that RAG consistently outperformed

both base models and fine-tuning alone. It also has shown promising results in

tasks related to current events, demonstrating its ability to incorporate real-time

knowledge e↵ectively.

In conclusion, the study highlights the importance of injecting knowledge into

LLMs for better performance on knowledge-heavy tasks. By comparing fine-tuning

and RAG, researchers found RAG to be a more reliable method. Its ability to utilize

external knowledge sources through document retrieval significantly improved the

models’ understanding and manipulation of factual information.

A study by [26] proposed an In-Context Retrieval-Augmented Language

Modeling(RALM) that does not need to modify the existing LM architecture like

in other RALM approaches. In-context retrieval-augmented Language Modeling

(RALM) adds relevant documents to the input of a language model without

changing the model itself. Overall, this approach can make language models more

accurate and useful when the model cannot be modified directly.
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RAG is a large language model that refers to knowledge retrieved from an

outside knowledge base before generating a response. [27] Another study analyzes

the importance of RAG for question answering. To refer to an external knowledge

base, they used the Pyserini index. GPT-3.5-turbo has been used as the large

language model for the seven experiments done within this paper. Mainly, they

evaluated the performance of the baseline experiment, which was prompted with

each question in the training dataset exactly once. The other two main experiments

were ARM-RAG and Obfuscated ARM-RAG, which involved providing correct

examples within the prompt as question, answer, and reasoning as hinting with

answers. The di↵erence between these two is the examples because ARM-RAG used

typical examples and Obfuscated ARM-RAG used examples that were changed for

the nouns to be replaced with nonsensical words and proper names with rare names.

This replacement has improved the accuracy of the model for answering questions.

The main finding in this paper is that we can improve the performance of question

answering with RAG by improving the quality of retrieved examples.
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2.6 Conclusion

Automated Student Answer Assessment has evolved through several stages from

traditional Natural Language Processing techniques. Bag of Words, Part-of-Speech

tagging, and Semantic Similarity techniques were used at the initial stage. With

the involvement of machine learning and deep learning, Automated Essay Scoring

(AES) has been improved with classification models, regression models, text mining

using WordNet graphs, etc. With the emergence of pre-trained language models

such as BERT, the quality of AES was vastly increased by fine-tuning the BERT

model. Then, the researcher found an interest in exploring the potential of large

language models such as GPT-3 and GPT-4 in AES due to their exceptional

performance in generating human-like responses and reasoning capabilities.

The existing literature mainly focuses only on the AES rather than focusing on

a specific area of knowledge such as science, mathematics, etc. Applying student

answer assessment to a specific area with model answers or key points to limit

the potential area of knowledge needed to answer a question will improve the

applicability and relevance. Existing literature has only utilized the model answer

or the answer given by the teacher to grant a score to a students answer using large

language models. There is a potential research area to apply particular course

content with a wide range of acceptable responses and improve the student answer

assessment quality instead of the model answer, which limits the knowledge area of

a model. This concept can be applied to the automated student answer assessment

domain using the Retrieval Augmented Generation with large language models.
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Chapter 3

Methodology

Our research methodology adopted the Design Science approach which started with

conducting the literature review and identifying the research gap. The research

problem identification phase followed this phase. Incorporating the RAG technique

to mark student answers is a major part of the identified research area. As the

initiation step of the research implementation, an initial artifact was developed

based on a basic prompt to assess the student answers utilizing the OpenAI GPT

models along with only question and student answers. Subsequently, a pilot study

was conducted utilizing the created artifact to determine the most e↵ective GPT

model. Once the best-performing model was identified, the artifact was enhanced

to evaluate student answers using the same model. This was done by implementing

five distinct ways outlined in section 3.4.2. With this, LLMs’ capability to mark

di↵erent question types is also evaluated. Finally, the student answer assessment

process is performed for di↵erent subjects for all approaches to ensure LLMs

can handle the marking process consistently for di↵erent subjects. Subsequently,

the artifact undergoes further modification through the incorporation of prompt

engineering techniques into the basic prompt. As a result, the prompt evolved into

three prompt versions. These updated artifacts are then subjected to testing to

evaluate the impact of prompt engineering techniques on the process of automated

student answer assessment.
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3.1 Design Overview

Retrieval Augmented Generation (RAG) is a technique that combines the power of

information retrieval with text generation models like GPT. RAG can be considered

as another approach to in-context learning, which is used to provide knowledge to

the LLMs without training them specifically to use that knowledge. The latest

information and specific knowledge can be provided to the LLMs, and they can

generate context-aware responses without relying solely on their training data.

Here’s how it works in our research context: Retrieval: When given a question,

instead of relying solely on the text generation model (LLM) to generate a response

from scratch based on their training data, the system first searches the database

for relevant information based on the input and retrieves them. (We can have a

database of external knowledge we need to feed to LLM).

Augmented: Once the relevant information is retrieved, it’s collaboratively fed

into the text generation model as additional context or input. This model then

synergistically uses the retrieved information along with the original prompt to

generate a response.

Generation: The text generation model then produces a coherent and

contextually relevant output based on the combined input of the original prompt

and the retrieved information.
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3.1.1 Our Approach

This section will explain the methodology utilized in the experimental phase of

this research. The provided diagram illustrates the fundamental framework of the

study design.

Figure 3.1: Fundamental approach of marking with course content and model
answer

The proposed method for evaluating student answers using OpenAI GPT

models by giving the course content chunks are, as shown in Figure 3.1

Preparing the vector store

Due to token constraints imposed by OpenAI GPT models, providing the entire

course content in the prompt is not feasible. Hence, the suggested approach

for transmitting the course information is to provide only the relevant course

material about the specific exam question. In the first phase, we gathered the

entire course content, which includes the reference books and lecture notes of

the courses being considered, and divided them into smaller chunks. Chunking

involves systematically dividing course content into smaller segments according to

a predetermined criterion. The chunk size was determined logically by separating

them into sub-topics based on the predetermined criteria. We had to consider the
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token limits, where the token count includes both the prompt and the response.

Following the initial chunking procedure, a suitable number of tokens within

a chunk was determined because certain chunks were excessively huge to be

transmitted through the prompt. The chunking process was repeated following

a manual chunking criteria according to preserve the logical structure of the

information. Hence, decreasing the number of tokens transmitted via the prompt

is necessary while staying below the prescribed token limit. The approach we used

to store these chunks in the vector database is illustrated in Figure 3.2.

Figure 3.2: Process of creating the Vector Database

After dividing the course content as previously stated, the subsequent procedure

was executed to determine and obtain the pertinent segment for a specific query

rather than transmitting the entire course content in the prompt. We computed the

embedding for each segment using OpenAI’s ada-002 model for text embedding.

These text embeddings are a depiction of words formed in a vector space with a

large number of dimensions. Hence, these text embeddings are vectors that possess

both magnitude and direction. Once the text embeddings for each chunk were

generated, we utilized the ChromaDB vector database to store these embedding

values and the primary subject and subtopic associated with each chunk. The

research used the Chroma, an open-source database specifically designed for AI

applications, as the vector database. We could determine the top k similar chunks

by utilizing cosine similarity. Cosine similarity is a method used to quantify

the similarity between two items in high-dimensional spaces. The procedure for

selecting chunks will be discussed in the following section.

31



Prompting the LLM

As depicted in the initial illustration, we utilized the vector database to store the

textual embeddings of the chunks. Next, we created the text embeddings of the

question that we would evaluate. Using that embedding, we query the vector

database and obtain the chunks with the highest similarity to that specific topic.

Therefore, these chunks contain the relevant course material for that specific issue.

Due to the constraint on the token limit for a single request, we must choose the

number of chunks we will get. Previous experiments in AES tasks have shown

that increasing the value of k does not consistently lead to improved performance.

By including extra chunks, the prompt will also provide additional data from the

course content that is irrelevant to answering the question. The approach employed

for evaluating student answers recognizes the significance of important content but

sometimes produces hallucinations. To minimize this, choosing an optimal quantity

of chunks to be transmitted is necessary.

Consequently, we selected an appropriate value for k, specifically k=3, and

obtained the three most similar chunks for a particular marking instance. After

dividing the course content as previously stated, the subsequent procedure was

executed to determine and obtain the pertinent segment for a specific query rather

than transmitting the entire course content in the prompt. We computed the

embedding for each segment using OpenAI’s ada-002 model for text embedding.

These text embeddings are a depiction of words formed in a vector space with a

large number of dimensions. Hence, these text embeddings are vectors that possess

both magnitude and direction. Once the text embeddings for each chunk were

generated, we utilized the ChromaDB vector database to store these embedding

values and the primary subject and subtopic associated with each chunk. The

research used the Chroma, an open-source database specifically designed for AI

applications, as the vector database. We could determine the top k similar chunks

by utilizing cosine similarity. Cosine similarity is a method used to quantify

the similarity between two items in high-dimensional spaces. The procedure for

selecting chunks will be discussed in the following section.

Prompting is the method of interacting with the LLMs. Prompts comprise

the required duties for LLMs and the corresponding directions to be followed.

Once the necessary portions were extracted from the vector database, they were

incorporated into the prompt, specifically created to evaluate the student’s answer.

The prompt includes retrieved chunks, questions, student answers, grading rubrics,

and the essential procedures for doing the student answer grading procedure. The
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GPT-4 model was instructed to evaluate the student’s answer based on the prompt.

We produced scores for the students’ answers and explained each score during the

assessment.
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3.2 Data collection and preprocessing

3.2.1 Data Source

Since this research focuses on evaluating student answers written for a subject or a

module which have separate course content, we used a private dataset that consists

of student answers for structured essay questions from the University Of Colombo

School Of Computing Degree Of Bachelor Of Information Technology (External)

Academic Year 2021 and 2022 3rd Year Examination Semester 5 written by exam

takers in IT 5105 Professional Issues in IT and IT 5306 Principles of Information

Security subjects. Course content for each module was also used to create the

chunks used during the automated student answer assessment process.

3.2.2 Data Collection

The data for this research was collected from the University of Colombo School

of Computing. When collecting the data, first, we had to request consent from

the IUD board of the University of Colombo School of Computing since these

papers are standard exam papers written by the students manually during their

university examinations. Exam papers, model answers, and student answers within

the previous 10 years were requested with the aforementioned request. After

permission was granted, suitable subjects or modules were selected by analyzing the

nature of the questions and course content. The dataset consisted of the student

answers marked by the university lecturers.

3.2.3 Anonymisation

It was stated that the student answers should only be collected without student

index numbers as permission was granted to obtain student answers written for

the past 10 years of BIT exams. Therefore, the student submissions had to be

anonymized before being exposed to the OpenAI API. During the scanning process

of student answers, we removed the student index numbers while scanning the

student answers. This process has confirmed the anonymization of the students.
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Figure 3.3: Scanned exam papers with student answers and lecturer’s assigned
marks.

3.2.4 Data Transformation

After getting the IUD approval, we received the students’ paper bundles and started

scanning the papers. We used a commercial scanning tool (Camscanner) for the

scanning process. This is the initial phase of the scanning process. After selecting

the question papers by carefully considering the course content of the modules,

we selected 6 questions from the Professional Issues in IT and 4 questions from

the Information Security subjects that we considered for our research. Here, we

considered 100 student answers for each question. So overall, we had to convert

1000 data points.

These questions are selected by considering the student’s answers provided level

and the question type. How theories taught with the course content should be

applied to answer the questions was also considered because this research focuses on

assessing student answers written for theoretical examinations. Some students still

need to complete their answers since this was an original University examination.

Here, we had to avoid the questions that had diagrams. Coding questions were

also avoided since there were not enough written answers to evaluate the answers.

To gather additional findings on how these OpenAI GPT models assess student

answers for di↵erent question types, questions selected from the Professional Issues

in IT were divided into two types. Some questions expect an exact answer from

a student, and some expect an open answer. This research considers these two

scenarios when selecting the question types, calling them open-ended questions

and questions that expect precise answers.
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To assess them using the OpenAI GPT models, scanned answers should be

converted into text format. Therefore, the previously selected 6 questions from

professional Issues in IT and 4 questions from Information Security and the relevant

answers are converted to text format using Google Lens which has an accuracy of

92.6%. After converting the scanned answers into the text format, we conducted a

manual inspection to correct the transformation errors.

3.2.5 Data Cleaning

The data cleaning included fixing errors, language translations, clear formatting,

and spelling issues. After converting physical documents into digital formats that

are editable and searchable, we had to go through each students answer and the

teachers mark to verify there were no errors in the dataset. At the same time, we

had to mark the students answers with the grading rubric when we saw that the

teacher had made some mistakes or given some unfair marks that did not align with

the grading rubric. These are the drawbacks of the traditional marking process due

to human error. We had to ignore some students answers because their handwriting

was unrecognizable. Since there were more than 100 scanned papers, 100 student

answers from each question were selected, considering the student answers with

unclear handwriting as extra. Sometimes, spelling issues in the students answers

may lead to a wrong evaluation of the students answers. Hence, data cleaning is a

necessary process that should be followed during this research. Then, we created

2 CSV files separately for each subject or module containing student answers for

all the selected questions. These files also included the score given after manually

marking the students answers. Scanned questions were also added to 2 separate

CSV files based on the subject and the model answer, as well as a grading rubric.
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3.3 Implementation - Python Jupiter file

Following file was utilized to assess student answers for a particular question.

3.3.1 Loading Packages

import os

import numpy as np

import pandas as pd

import json

from sklearn.metrics import accuracy score, precision score , recall score , f1 score , cohen kappa score

from dotenv import load dotenv

from openai import OpenAI

import chromadb

load dotenv()

os.environ[ 'OPENAI API KEY'] = ”OPENAI−API−KEY”

client = OpenAI(api key=os.environ.get(”OPENAI API KEY”))

3.3.2 Parameters

question number = 4

answers set size = 100

#4b−1, 4a−2, 3a−3, 1c−4, 1a2021−5, 1c2021−6

3.3.3 Loading question data

def extract question data(row number):

df = pd.read csv(”questions.csv”)

question = df. iloc [row number − 1, 0]

model answer = df.iloc[row number − 1, 1]

rubric = df. iloc [row number − 1, 2]

return question, model answer, rubric

question, model answer, rubric = extract question data(question number)
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3.3.4 Loading student answers and their scores

start = (question number − 1) ∗ 100

end = (question number − 1) ∗ 100 + answers set size

def extract answers and scores(start , end):

df = pd.read csv(”answers.csv”)

selected rows = df. iloc [ start :end]

answers = np.array(selected rows. iloc [:, 0])

scores = np.array(selected rows. iloc [:, 1])

return answers, scores

student answers, actual scores = extract answers and scores(start, end)

3.3.5 Load Vector Database

dbclient = chromadb.PersistentClient(path=”./chromaDBs”)

collection = dbclient. get collection (”CourseContents”)

3.3.6 Embed the question

embeddings = client.embeddings.create(

model=”text−embedding−ada−002”,

input=question

)

3.3.7 Create the query embedding

query = embeddings.data[0].embedding

3.3.8 Query the vector database
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context = collection .query(

query embeddings=[query],

n results=3

)

3.3.9 Arrange the course content to a string

subject knowledge = ””

for x in range(len(context[ 'documents'][0])) :

subject knowledge = subject knowledge + context['documents'][0][x] + ”\n\n”

3.3.10 Prompt

prompt=”””

Student answer is given to the question below.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

We have also provided some context information below.

−−−−−−−−−−−−−−−−−−−−−

{Context}

−−−−−−−−−−−−−−−−−−−−−

Set of rubrics to follow as the guideline is provided below.

−−−−−−−−−−−−−−−−−−−−−

{Rubrics}

−−−−−−−−−−−−−−−−−−−−−

Given the context information and rubric, assign a score to the student answer given below.

Follow the rubrics when assigning the score providing the steps taken.

Do not use your prior knowledge.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student Answer}

”””

3.3.11 Assessing student answers and predicting score
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predictions = []

y=0

for student answer in student answers:

completion = client.chat.completions.create(

model=”gpt−4−0125−preview”,

temperature=0,

max tokens=300,

messages=[

{”role”: ”system”, ”content”: ”As a teacher, your responsibility is to give a score to the

students' answers based on the information provided.”},

{”role”: ”user”, ”content”: prompt.format(Question=question, Context=subject knowledge,

Rubrics=rubric, Student Answer=student answer)}

]

)

response = completion.choices [0].message.content

subResponse = response[7:len(response)−3]

json object = json.loads(subResponse)

gptscore=int(json object[”score”])

Results = [student answer,actual scores [y ], gptscore,subResponse]

predictions .append(Results)

print(y)

y=y+1

df1=pd.DataFrame(predictions,columns=['Answer','Real Score','GPT Score','Final Response'])

df1

df1. to csv( ' ./ results .csv')
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3.3.12 Calculate QWK and Accuracy

df = pd.read csv('./ results .csv')

actual scores=df.Real Score. tolist ()

predicted scores=df.GPT Score.tolist()

# Calculate simple accuracy

accuracy = accuracy score(actual scores, predicted scores )

# Calculate Quadratic Weighted Kappa

qwk score = cohen kappa score(actual scores, predicted scores , weights='quadratic')

print(”Quadratic Weighted Kappa Score:”, qwk score)

print(”Accuracy:”, accuracy)
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3.4 Pilot Test

We did a pilot test to determine the most e↵ective GPT model for marking

student answers. Choosing an e�cient model at the beginning helps to narrow

down the focus of the research instead of evaluating all student answers using

multiple accessible LLMs. To assess the e�cacy of several models, we employed

GPT-4, GPT-3.5-Turbo, and GPT-3.5-Turbo-Instruct. We employed a basic

prompt consisting solely of the question and corresponding student answers. We

employed a dataset consisting of 50 student answers for each topic using random

sampling. When choosing the questions, we considered two types of questions: one

open-ended structured question and one precise structured question. This was done

to evaluate the capabilities of the model thoroughly. After obtaining the findings,

we used the QWK evaluation matrix to assess the level of agreement between

the scores given by the teacher and those generated by the GPT models. Upon

analyzing and comparing the QWK findings, it was concluded that the GPT-4

model demonstrated the highest level of performance among the examined models.

The results table that was generated can be found in section 5.1. We continued

our investigation using the GPT 4 model based on that finding.
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3.5 Assessing with GPT 4

3.5.1 Generating Results

Based on the data obtained from the pilot test, the GPT-4 model outperformed the

other two models. Therefore, for our research, we utilized the GPT-4 API provided

by OPEN AI as a paid service, with charges dependent on token consumption. GPT

is a Language Model that generates responses to user inputs using conversation

completions based on various types of users. GPT functions as a dialogue with

three distinct roles: user, assistant, and system. Upon receiving a message

from the user, the assistant generates a response, and the system can guide the

assistant’s response. This study involves the assistant evaluating the student’s

answer while the system verifies that the response adheres to a specific format.

This study employed a temperature value of 0 and a maximum token length of 300

as parameter values to produce answers. The maximum token length parameter

restricts the number of tokens produced and incorporated in the answer. Five

fundamental prompts were created to facilitate communication with the model,

encompassing the essential procedures for marking student answers. These prompts

were explicitly crafted to assess the student’s answer by analyzing their approach,

followed by a human evaluation of the student’s reply. The methodologies and

prompts used in this research are explained in the following sections.

3.5.2 Marking Approaches

Student responses can be evaluated by considering multiple elements, including the

questions asked, the student’s answer, the model answer, the grading rubric, and

the subject knowledge gained by the students. During our review of the available

literature, we discovered that two marking procedures had been utilized to evaluate

student answers using various combinations of the aforementioned components.

Building upon that, in this study, we have examined 5 di↵erent grading methods,

which include:

1. Providing only the question and student answers in the prompt

template (Q+A)

In this setting, we provide the Question and the Students’ answer in the prompt

with the necessary instructions to assign a grade to the students’ answer in a

particular mark range. The model then evaluates the student’s answers and assigns
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a score based on their comprehension within the specified score range, along with

an explanation of the steps the model has taken to assign that particular score

to the student’s answers. This is the most straightforward approach which was

followed in this research.

2. Providing the question, student answers, and grading rubric in

the prompt template (Q+A+R)

Alongside the prompt, the Question, and the student answer, we also provide

GPT-4 with explicit grading rubrics to improve the first approach. These rubrics

serve as guidelines for evaluating the student’s answer, outlining specific criteria

such as adherence to instructions. By incorporating these rubrics, the evaluation

process becomes more structured, transparent, and consistent, ensuring that the

assessment aligns with predefined criteria.

3. Providing the question, student answers, grading rubric,

and course content as context information in the prompt template

(Q+A+R+C)

This prompt includes the subject knowledge extracted from the course syllabus,

the question, the student answer, and the grading rubric. As subject knowledge,

the relevant course content chunk for the particular question will be retrieved from

the previously created vector database by querying the database with the question.

This assists GPT-4 in giving the external knowledge to understand the scope of

the knowledge it has to consider. Therefore, this approach is based on the RAG

technique.

4. Providing the question, student answers, grading rubric, and

model answer in the prompt template (Q+A+R+MA)

This prompt includes the Model Answer, which the teachers created to assist in

the marking process. This assists GPT-4 in giving the idea of a perfect answer.

This also helps the evaluator to understand the depth of the answer expected by

the question. Student answers will be compared with the model answer using this

approach.

5. Providing the question, student answers, grading rubric, model

answer, and course content as context information in the prompt

template (Q+A+R+MA+C)

In this final approach, we evaluated the model performance when we prompted

LLM with the question, student answer, and grading rubric with both the model

answer and the context information. With this approach, the performance and

the behavior of the GPT-4 model are analyzed when it is provided with both the
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model answer and the subject knowledge along with the question, student answer,

and grading rubric compared to previous approaches.

3.5.3 Prompt Levels

We employed many prompt levels, starting with fundamental prompts that

provided basic instructions. Subsequently, we utilized prompts enhanced using

prompt engineering techniques to stimulate the GPT model. We employed the

basic prompts for each of the five ways listed above to obtain the desired outcomes.

Basic level prompts

In the initial methodological approach, without including a grading rubric or any

external information, we direct the Large Language Model to evaluate students’

answers based solely on their pre-existing knowledge. Due to the possibility

of models assigning scores outside of the acceptable score range, the prompt

included the appropriate score range for each question. This method is the most

cost-e↵ective and straightforward technique to stimulate a language model, as it

does not require the user to provide specific instructions. Given this question,

the input token count and token generation rate are minimal, making it the most

cost-e↵ective prompt in this research. The following prompt depicts the basic

prompt we utilized.

Student answer is given to the question below.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

Assign a score between 0 to 4 to the student answer given below.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student Answer}
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The second approach utilized a prompt constructed by including the grading

rubric instructions from the previously employed prompt. In this methodology,

the original prompt was altered by incorporating additional directives to evaluate

the student’s answer in accordance with the predetermined standards outlined in

the grading rubric. This prompt does not include the score range for the student’s

answers. It will be provided separately, with the grading rubric, instructions, and

prerequisites for assigning a specific score to the student’s answer. The utilized

grading rubrics are available in Appendix G. Below, we have presented the prompt

that was used for this second approach.

Student answer is given to the question below.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

Set of rubrics to follow as the guideline is provided below.

−−−−−−−−−−−−−−−−−−−−−

{Rubrics}

−−−−−−−−−−−−−−−−−−−−−

Given the rubric, assign a score to the student answer given below. Follow the rubrics

when assigning the score providing the steps taken.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student Answer}
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As the third approach, we integrated the prompt with the subject knowledge

by incorporating the RAG technique. We requested the LLM to evaluate

the student’s answer by incorporating the relevant subject material provided.

The course content chunk retrieved from the vector database provides subject

knowledge. Subject knowledge can be regarded as a form of contextual learning.

By doing this, we can modify the fixed information of the LLM and incorporate

external knowledge that is pertinent to the question. The ”Do not use your prior

knowledge” statement in the prompt prevents the model from relying on its own

knowledge, as this could lead to the generation of hallucinations. The prompt

used for this third approach is shown below.

Student answer is given to the question below.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

We have also provided some context information below.

−−−−−−−−−−−−−−−−−−−−−

{Context}

−−−−−−−−−−−−−−−−−−−−−

Set of rubrics to follow as the guideline is provided below.

−−−−−−−−−−−−−−−−−−−−−

{Rubrics}

−−−−−−−−−−−−−−−−−−−−−

Given the context information and rubric, assign a score to the student answer given below.

Follow the rubrics when assigning the score providing the steps taken. Do not use your

prior knowledge.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student Answer}
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In the following method, we prompted the LLM with the question, student

answer, grading rubric, and Model Answer, which is utilized in the manual

marking procedure. The LLM was directed to evaluate the model answer as

an exemplary illustration of how the student’s answer should be to achieve the

maximum score. Hence, the following prompt enables the GPT-4 model to assess

the student’s answer by comparing it to the given model answer and adhering to

the grading criteria.

Student answer is given to the question below.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

An answer that can score full marks is given below as the model answer .

−−−−−−−−−−−−−−−−−−−−−

{Model Answer}

−−−−−−−−−−−−−−−−−−−−−

Set of rubrics to follow as the guideline is provided below.

−−−−−−−−−−−−−−−−−−−−−

{Rubrics}

−−−−−−−−−−−−−−−−−−−−−

Assign a score to the student answer given below. Compare the student answer with the

”model answer” and follow the rubrics when assigning the score providing the steps taken.

Do not use your prior knowledge.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student Answer}
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As the final approach, we employed the following prompt with subject

knowledge and the model answer and asked to assign a grade to the given student

answer.

We have provided a model answer below.

−−−−−−−−−−−−−−−−−−−−−

{Model answer}

−−−−−−−−−−−−−−−−−−−−−

We have also provided some context information below.

−−−−−−−−−−−−−−−−−−−−−

{Context}

−−−−−−−−−−−−−−−−−−−−−

Set of Rubrics is below.

−−−−−−−−−−−−−−−−−−−−−

{Rubrics}

−−−−−−−−−−−−−−−−−−−−−

A student has provided an answer for the following question.

−−−−−−−−−−−−−−−−−−−−−

{Question}

−−−−−−−−−−−−−−−−−−−−−

Given the context information, model answer and not prior knowledge, Assess the student

answer given below explaining the how the score is formed before giving the total score .

Follow the Rubric provided for this task.

Follow JSON format to give the explanation first and then the score.

−−−−−−−−−−−−−−−−−−−−−

{Student answer}

−−−−−−−−−−−−−−−−−−−−−

3.5.4 Prompt with Techniques

Various prompt engineering strategies can be employed during the creation of

prompts. According to Open AI and many researchers, we incorporated their

findings into our question. We generated multiple variations of the prompt and

obtained the results. The prompt yielded the most favorable outcomes when

incorporating engineering techniques. Additional variations of the prompt can

be found in Appendix A.
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As an evaluator of a university examination with expertise in professional practice in

information technology, your role is to analyze the student's answer to the given

professional practice−related question and grade the

student's answer according to a predetermined set of rubrics . Let's think step by step.

Here are the specific guidelines for the scoring process:

Context information:

{Context}

Rubrics:

{Rubrics}

A student has provided an answer to the following question.

{Question}

Student's answer to evaluate:

{Student Answer}

The following tasks should be performed to score a student's answer.

Task breakdown

1. Carefully read the provided question.

2. Read the student's answer and memorize it

3. Compare the student's answer with the provided context information.

4. Identify specific elements in the student's answer that align with the context information.

5. Without giving the score yet, let 's think step by step and explain the scoring process

in steps referring to the provided rubrics .

6. Next, provide the score and the reason for the score .

7. Follow the JSON format with the following keys: explanation, score.

Three prompting techniques were utilized within this prompt and they can be

explained as follows.

Chain-Of-Thought (CoT)

LLMs sometimes find it di�cult to solve complex problems. This technique

instructs the LLMs to think step by step to solve complex problems with natural
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language instructions. With this technique, the complex reasoning capabilities of

LLMs can be enabled. Previous work utilizing this prompting technique shows

that LLMs can be used to solve mathematical problems. This can be utilized by

adding a Lets think step by step statement to a basic prompt.[24]

Persona Pattern

The Persona Pattern is a prompting technique designed to guide the output of

LLMs by assigning them specific perspectives or roles, known as ”personas.” This

approach serves two primary purposes: clarifying the intent and context of the

generated output and assisting users in expressing their needs without detailed

knowledge of the desired outputs. [22]

Similar to this, we have added to the basic prompt in this research the

instruction that the LLM has to take the role of an evaluator of a university

examination with expertise in professional practice in information technology. This

persona directs the LLM to analyze student answers related to professional practice

questions and grade them according to predetermined rubrics. By leveraging

personas, users can e↵ectively guide LLM outputs to align with their desired

perspectives and objectives, even without precise knowledge of the necessary

details.

Task Breakdown

In the realm of Automated Essay Scoring (AES), one e↵ective technique employed

is the task breakdown approach [28]. This systematic classification breaks tasks

into smaller steps, ensuring the model goes through every step you want to follow.

The primary objective is to minimize error rates by focusing on discrete components

of the task in each prompt, thereby reducing the computational costs associated

with larger prompts.
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In our prompt, the task of scoring a student’s essay:

1. Carefully analyze the provided question.

2. Extract and retain the student’s answer.

3. Compare the response to contextual information.

4. Identify pertinent elements within the response that correlate with the

context.

5. Provide a step-by-step breakdown of the scoring process utilizing predefined

rubrics.

6. Assign a score accompanied by a detailed rationale.

7. Format the output using JSON, incorporating keys for explanation and score.

This breakdown exemplifies how tasks in AES can be systematically segmented,

with tailored instructions for each stage, optimizing the scoring process for

e�ciency and accuracy. By employing this approach, AES systems can e↵ectively

handle the complexity of scoring essays by breaking them into manageable

components.
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3.6 Evaluation

3.6.1 Evaluation Metrics Used

The evaluation plan aims to assess the grading capabilities of the GPT-4 model by

comparing its performance with human grading conducted by university lecturers.

Two key metrics, Quadratic Weighted Kappa (QWK) and accuracy will be

employed to evaluate the model’s performance.

Accuracy Metrics

Accuracy measures the proportion of correctly assigned scores by GPT-4 compared

to the scores given by human lecturers. It provides insight into the overall

correctness of GPT-4’s grading. Following is the formula to calculate the accuracy.

Accuracy = (TP + TN)/(TP + FP + TN + FN)

QWK Metrics

Quadratic Weighted Kappa (QWK) measures the agreement between two raters

(GPT-4 and human lecturers) in assigning scores to the same set of student answers.

It considers the agreement occurring by chance, thus providing a robust measure of

inter-rater agreement. QWK helps us understand how closely their ratings match

up.

The QWK value ranges from -1 to 1. QWK of 1: Perfect agreement. Both

raters always give the same ratings. QWK of 0: No agreement. Ratings are as

good as random guesses. Negative QWK: Less agreement than random guesses.

Raters are even more inconsistent than if they were guessing randomly.

So, the higher the QWK value, the better the agreement between the raters.

Landis and Koch (1977) [29] have presented the guidelines for interpreting

Kappa values. According to the guidelines, we can get an interpretation of the

QWK values.
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Table 3.1 presents the interpretation values.

QWK Range Interpretation

0.00 - 0.20 Slight

0.21 - 0.40 Fair

0.41 - 0.60 Moderate

0.61 - 0.80 Substantial

> 0.80 Almost Perfect

Table 3.1: Landis and Koch (1977) guidelines for interpreting Kappa values.

The dataset consists of student answers to a set of questions, with each

answer independently graded by both GPT-4 and university lecturers. The scores

assigned by the lecturers are considered the ground truth for comparison with those

generated by GPT-4. The evaluation procedure involves preprocessing the data,

grading by GPT-4, calculating evaluation metrics, and analyzing results.
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3.6.2 Feedback Generation

The student answers graded by the GPT can be awarded with feedback about the

students’ answers. As other researchers have shown in their research, these LLMs

can generate personalized feedback based on the answers provided by the students.

In this research, we prompted the LLM with the granted score and the explanation

about how GPT has granted that score and asked it to generate feedback following

the Hattie and Timperley (2007) Model of feedback [30]. Figure 3.4 describes the

used model.

Figure 3.4: Hattie and Timperley (2007) Model of feedback

As shown in Figure 3.4, this model uses 4 levels to form feedback. According to

the Hattie and Timperley (2007) Model of feedback, the first level is the task level.

This level focuses on the task. It explains how well the task has been done. With

this research, this level explains how well the student has answered the question.

The second level focuses on the process. It suggests ways or strategies to complete

the task and improve the answer. With this research, we focus on the things

students should have focused on to answer the question accurately and improve

the answer. The next level is the self-regulation level, which helps students keep

track of their learning by giving them a gentle reminder to check whether they

have used what they learned to answer the question. The last level is the self-level,

which provides personal evaluation and a�rmations to the students. This model

can enhance student learning to align with their desired learning goals.

55



Below is the prompt we used.

A student answer was evaluated and granted a score which is provided below.

Score: {Score} out of {Full Score}

An explanation for granting that score is given below.

Explanation: {Explanation}

Context information which is mentioned in the Explanation is the course content the student

should study.

Provide a feedback paragraph to the student by referring to Score and Explanation. Feedback

should include one sentence for each of the following

levels .

− How well student has answered the question

− Suggest main things student should understand to answer the question and how to

improve answer

− Remind student to keep track of their own learning

− Personal evaluation and a�rmation to the student

3.7 Summary

This chapter mainly explained the methodology we followed in this research.

Starting with the overview of the research, we outlined the design overview,

emphasizing the use of the RAG for AES (Automated Essay Scoring) and

our approach to the study. Subsequently, we delved into data collection and

preprocessing, detailing the data source, collection methods, anonymization

procedures, and data transformation techniques employed. Additionally, we

addressed the crucial step of data cleaning to ensure the integrity and quality

of our dataset.

A pilot test was conducted to validate our approach and refine our methodology,

laying the foundation for subsequent stages of the research. We then moved on to

assessing with GPT-4, a pivotal aspect of our study, wherein we generated results,

marked approaches, and determined prompt levels to evaluate the e↵ectiveness of

our model. Furthermore, we discussed the methodology for evaluating accuracy,

elucidating the metrics utilized, and generating feedback.
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Chapter 4

Results and Evaluation

4.1 Pilot Test

In the pilot study, we tested three state-of-the-art GPT models: GPT-3.5-Turbo,

GPT-3.5-Turbo-Instruct and GPT-4. The objective of this experiment was to

comparatively assess the performance of these models in the automated assessment

of students answers. Specifically, the pilot study tested two questions we selected

from the Professional Issues in IT 2022 examination paper as shown in the Table

4.1. We utilized a basic prompt wherein we only provided the question and student

answers in the prompt. This experiment was designed to compare the capabilities

of several OpenAI models to perform automated marking.

Q.No Question Type

3(a) What is the di↵erence between a centralized company
and a decentralized company?

Precise Answer

4(a) Di↵erentiate Retail Software Agreements and Corporate
Software Agreements by highlighting at least THREE
(3) di↵erent aspects

Open-ended

Table 4.1: Questions assessed with the Pilot Test

This experiment tested one hundred data points, considering samples that

included 50 students answers per question. Based on the results in the following

Table 4.2, each questions performance metric, the Quadratic Weighted Kappa, was

compared.
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Model 4(a) 3(a)

GPT-4 0.4592 0.8811

GPT-3.5-Turbo 0.3713 0.5924

GPT-3.5-Turbo-Instruct 0.2378 0.5557

Table 4.2: Results of the Pilot Test

Upon analyzing the performance of each model, we observed that the

GPT-3.5-Turbo-Instruct model exhibited the lowest level of performance,

indicating minimal agreement between the score assigned by the model and the

score assigned by the human evaluators for each students answer to selected

questions. In contrast, the GPT-4 model showed considerably higher performance,

especially for questions with precise answers, as it achieved approximately an

agreement level of 0.9. Based on the findings, we selected the GPT-4 model for

further examination during the final experimentthe final experiment aimed to test

the capability of the GPT-4 model across several subjects.
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4.2 Final Experiments

The GPT-4 model demonstrated higher performance during the pilot study. Hence,

the GPT-4 model is employed for grading students answers in the final experiment.

In this experiment, the grading capabilities of GPT-4 were tested using two

subjects: Professional Issues in IT and Information Security. In addition to the

approach tested during the pilot test, we experimented with several other new

techniques built upon the initial method. These collectively formed five distinct

approaches to provide prompts when automating students answers marking with

GPT models. The five approaches are as follows,

• Providing only the question and student answer in the prompt template

(Q+A)

• Providing the question, student answers, and grading rubric in the prompt

template (Q+A+R)

• Providing the question, student answers, grading rubric, and model answer

in the prompt template (Q+A+R+MA)

• Providing the question, student answers, grading rubric, and course content

as context information in the prompt template (Q+A+R+C)

• Providing the question, student answers, grading rubric, model answer,

and course content as context information in the prompt template

(Q+A+R+MA+C)

Using the approaches described above, we tested two types of questions for

Professional Issues in IT. The question types included open-ended questions and

questions requiring precise answers. Then we marked student answers for the

Information Security subject. The main focus of this experiment was to investigate

three aspects aligning with the initial research questions. Firstly, we explored

the potential of improving the automated assessment of students answers for

di↵erent question types by employing Retrieval Augmented Generation. Secondly,

we examined the performance of Open AI GPT-4 model in automated marking

across various subjects by employing RAG. Moreover, the impact of various prompt

engineering techniques on enhancing the performance of the GPT-4 model in the

context of automated students answer marking was assessed. Accordingly, we

discuss the results of the considered three aspects in the subsequent section, which

describes relevant experiments,
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1. The experiment conducted for professional issues in IT subject

2. The experiment conducted for Information Security subject

3. The experiment conducted with improved prompt employing prompt

engineering techniques.

4.2.1 The experiment conducted for professional issues in IT subject

Table 4.3 contains the questions that were selected from the Professional Issues in

IT subject 2021(1a, 1c) and 2022(3a, 1c, 4b, 4a) papers for the final experiment.

Q.No Question Type

1(c) In most dynamic groups there are members with diverse
personalities. List the four (04) main types of personalities.

Precise Answer

1(a) List four (4) characteristics usually included in the elements
of Group Dynamics

Precise Answer

3(a) What are the THREE (3) roles that an ISP may play Precise Answer

1(c) What is the di↵erence between a Centralized company and
a Decentralized company?

Open-ended

4(b) Explain the di↵erence between Primary Infringement and
Secondary Infringement of copyrights

Open-ended

4(a) Di↵erentiate Retail Software Agreements and Corporate
Software Agreements by highlighting at least THREE (3)
di↵erent aspects

Open-ended

Table 4.3: Questions selected from the Professional Issues in IT subject

The experiment was conducted with a dataset comprising 600 data points

derived from the responses of 100 students answers per question. Following the

automated marking of these responses, the resultant data were analyzed using

specified evaluation metrics: Quadratic Weighted Kappa (QWK) and Accuracy.

The outcome of this analysis is presented in Table 4.4 with QWK and Table 4.5

with Accuracy.

The basic approach, in which we provided Only the question and student

answers in the prompt and guided the GPT model to grade student answers,

demonstrated modest results with accuracy peaking at 0.48 and with a peak QWK

value of 0.689. The results of this approach did not surpass the accuracy achieved

by other research done using GPT models in Automated Essay Scoring such as [4].
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Approach 1a (2021) 1(c)2021 3a(2022) 1c(2022) 4b(2022) 4a(2022)

Q+A+R+MA+C 0.983 0.928 0.943 0.843 0.868 0.538

Q+A+R+MA 0.997 0.937 0.969 0.899 0.841 0.505

Q+A+R+C 0.986 0.928 0.933 0.846 0.809 0.487

Q+A+R -0.558 0.514 0.194 0.610 0.311 0.407

Q+A -0.456 0.689 0.347 0.342 0.142 0.253

Table 4.4: Comparison of QWK values for assessment of student answers for
Professional Issues in IT with basics prompts

Approach 1a (2021) 1(c)2021 3a(2022) 1c(2022) 4b(2022) 4a(2022)

Q+A+R+MA+C 0.94 0.88 0.96 0.76 0.81 0.59

Q+A+R+MA 0.98 0.88 0.94 0.8 0.84 0.61

Q+A+R+C 0.93 0.85 0.94 0.77 0.75 0.59

Q+A+R 0.14 0.61 0.36 0.69 0.48 0.58

Q+A 0.07 0.48 0.37 0.08 0.17 0.07

Table 4.5: Comparison of Accuracy values for assessment of student answers for
Professional Issues in IT with basics prompts

Furthermore, the accuracy of scores assigned by GPT-4, compared to the teachers

scores, significantly fluctuated across questions.

In the second approach, we incorporated a grading rubric along with the

question and students answers to provide clear guidance on the marks distribution

for each question. Though this approach led to an improvement in performance

related to grading open-ended questions, performance for marking questions

with precise answers declined across the considered evaluation metrics. Despite

providing grading rubrics along with the questions and students answers, the

accuracy peaked at 0.69 and the highest QWK value achieved was 0.610, yet the

performance was unsteady.

As a further refinement, the course content to relevant questions was integrated

into the prompt as external knowledge, thereby enhancing the prompting approach.

The GPT model performed the marking process, adhering to the grading rubric and

comparing the students answers with the provided course content. This approach

produced promising outcomes, achieving accuracy exceeding 0.7 and more than 0.8

QWK values for five out of the six questions utilized in the experiment. Moreover,

the model demonstrated stable accuracy and QWK levels without any major

fluctuations for the majority of the questions. Nevertheless, the accuracy for one
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particular question still remained below 0.5 indicating an area that needed further

optimization. Hence, as the next technique, we utilized the model answers prepared

by teachers for each question, incorporating them into the prompt template instead

of the course content. In this method, the GPT model compared the student’s

answers with the model answer while adhering to the grading rubric. We could

observe improved performance demonstrating elevated accuracy and QWK values

exceeding 0.5 for each question. Furthermore, this method exceeded the 0.8 QWK

value for most of the questions that we considered in the experiment.

Proceeding further, we combined the previous two approaches to maximize

the benefit in performance. We provided more comprehensive input related to

the question in the prompt by including the question, students answers, relevant

course content and model answers, and the grading rubric. Within this approach,

the GPT model performed the marking process, adhering to the grading rubric and

comparing the students answers against both model answers and the course content.

However, the results revealed a decline in accuracy and agreement levels (QWK)

compared to the approach we provided only the model answer. Nevertheless,

this technique sustained the performance levels for each question above 0.5, and

consistent stability of performance across the questions.
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4.2.1.1 The Average Accuracies and QWK Values for each approach.

Approach QWK Accuracy

Q+A+R+MA+C 0.85 0.82

Q+A+R+MA 0.858 0.84

Q+A+R+C 0.832 0.81

Q+A+R 0.246 0.48

Q+A 0.22 0.21

Table 4.6: Average Accuracy and QWK values for each approach in Professional
Issues in IT

Figure 4.1: Average Accuracy and QWK values for each approach in Professional
Issues in IT

Analyzing the average accuracies and QWK values associated with each

approach for the six questions, as shown in Table 4.6, revealed significant findings.

Conforming to the guidelines presented by Landis and Koch[29] it can be observed

that, providing only the question and students answers demonstrates the fair level

of agreement between the score generated by the model and those assigned by the

human evaluator. Though incorporating grading rubrics enhanced the QWK value

and accuracy of automated marking, the QWK level remained at a fair level of

agreement. Conversely, integrating the model answer in the prompt or providing

course content as external knowledge significantly elevated the QWK level peaking

at 0.8 and above reaching the Almost perfect level of agreement.
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4.2.1.2. Comparison Between the QWK values: open-ended questions

vs. questions with precise answers.

Approach Precise Open

Q+A+R+MA+C 0.95 0.75

Q+A+R+MA 0.95 0.71

Q+A+R+C 0.97 0.75

Q+A+R 0.05 0.44

Q+A 0.19 0.25

Table 4.7: Comparison Between the QWK values of openended questions vs.
questions with precise answers

Figure 4.2: Comparison Between the QWK percentages of open ended questions
vs. questions with precise answers

In our comparative analysis of average QWK values for open-ended questions

and questions with precise answers as shown in Table 4.7, We observed that both

question types demonstrated low QWK values below 0.5 in the basic approach.

Therefore, to enhance the strategy we integrated a grading rubric into the prompt.

While this exhibited an improvement of the QWK for open-ended questions, the

performance for questions with precise answers, further declined reaching the lowest

such of 0.05.
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When we incorporated the model answer into the prompt we noticed a

significant improvement in the performance. This adjustment resulted in a QWK

value peaking at 0.97 for questions with precise answers, a performance that

remained steady across the other approaches wherein we provided course content

(QWK 0.95) and both components (QWK 0.95). Similarly in these approaches,

the performance for grading open-ended questions improved considerably, peaking

at 0.75 QWK value and remained stable across the three approaches.

4.2.2 The experiment conducted for the Information Security subject.

The following questions (Table 4.8) from the Information Security Subject 2023

paper were selected for the experiment. Our main intention was to investigate

the capabilities of the GPT-4 model to conduct automated assesment of students

answers across several subjects. In addition, we focused on exploring the

performance of marking open-ended questions and stabilizing the findings we drew

in the aforementioned experiment with the Professional Issues in IT (PIIT) subject.

Q.No Question Type

4(e) What is the di↵erence between computer crime and
cybercrime?

Open-ended

3(d) Briefly explain the di↵erence between making data
backups and making data archives as apart of security
maintenance of systems?

Open-ended

3(f) The two SQL commands GRANT and REVOKE can be
used in managing database security.Briefly describe the
functionality of them.

Open-ended

4(a) Briefly describe what is meant by malware? Open-ended

Table 4.8: Questions selected from the Information Security subject.
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The experiment was conducted using 400 data points, considering 100 students

answers per question, and it was concluded after marking students answers using

the previously described five approaches and receiving the following results.

Approach 4e 3d 3f 4a

Q+A+R+MA+C 0.878 0.745 0.888 0.821

Q+A+R+MA 0.813 0.783 0.872 0.831

Q+A+R+C 0.891 0.893 0.921 0.941

Q+A+R 0.281 0.494 0.881 0.149

Q+A 0.105 0.504 0.639 0.336

Table 4.9: Comparison of QWK values for assessment of student answers for PIIT
with basics prompts

Approach 4e 3d 3f 4a

Q+A+R+MA+C 0.79 0.74 0.88 0.78

Q+A+R+MA 0.79 0.77 0.89 0.88

Q+A+R+C 0.88 0.9 0.93 0.96

Q+A+R 0.51 0.59 0.93 0.37

Q+A 0.11 0.26 0.17 0.57

Table 4.10: Comparison of Accuracy values for assessment of student answers for
Information Security with basics prompts

When analyzing the above performance outcomes, we observed The QWK in the

Table 4.9 and the accuracy in the Table 4.10 for first two approaches were low and

drastically fluctuating across the questions. Even though the grading rubrics were

provided as the second step, they did not significantly improve performance. As we

proceeded with the other three approaches, which showed promising results in the

experiment with PIIT, the performance of the GPT-4 model was improved for the

Information Security subject as well. Not only did these approaches reach above

0.8 in performance metrics, but the performance level was maintained within the

same range for each question without major fluctuations. Subsequently, we discuss

this experiments average accuracy levels and QWK values.
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4.2.2.1 Average accuracies and QWK values for each approach

Approach QWK Accuracy

Q+A+R+MA+C 0.833 0.8

Q+A+R+MA 0.825 0.83

Q+A+R+C 0.912 0.92

Q+A+R 0.451 0.6

Q+A 0.396 0.28

Table 4.11: Average Accuracy and QWK values for each approach in Information
Security

Figure 4.3: Comparison of QWK Percentage and Accuracy Percentage for each
approach in Information Security

In this experiment, a similar pattern was demonstrated in how QWK and

accuracy levels improved as shown in the Table 4.11 and the Figure 4.3. Providing

only questions and answers in the prompt achieved a fair level of agreement between

the actual scores assigned by human evaluators and predicted scores by the model.

We observed the QWK level being enhanced to a moderate level of agreement by the

grading rubric provided in the next approach. Similar to the previous experiment,

providing model answers or course contents could enhance the performance of the

GPT-4 model in students answer marking in the Information Security domain. As

the table presents, those approaches achieve above 0.8 accuracy and QWK value,
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which depicts an almost perfect agreement between the human evaluators scores

and the GPT model-generated scores.

4.2.3 Prompt-enhancing Experiment

The main focus of this experiment was to examine the potential to enhance

the performance of the GPT model in assessing student answers through the

implementation of prompt engineering techniques. These techniques included

establishing a chain-of-thought technique that refined the models logical reasoning

ability, providing a persona and a task breakdown that guided the GPT model step

by step. By integrating these prompt engineering strategies, the study intended to

explore their collective impact on enhancing the model’s ability to grade students

answers accurately. The following table 4.12 and table 4.13 presents the QWK

and accuracy results respectively. It contains the results of each question selected

from Professional Issues in IT papers.

Prompt Version 1a (2021) 1(c)2021 3a(2022) 1c(2022) 4b(2022) 4a(2022)

Basic Prompt 0.986 0.928 0.933 0.846 0.809 0.487

Version 1 0.986 0.926 0.909 0.695 0.567 0.479

Version 2 0.987 0.926 0.905 0.708 0.497 0.5

Version 3 0.967 0.922 0.885 0.828 : 0.686 0.491

Table 4.12: Comparison of QWK values for assessment of student answers for
Professional Issues in IT with di↵erent prompt versions for Q+A+R+C approach

Prompt Version 1a (2021) 1(c)2021 3a(2022) 1c(2022) 4b(2022) 4a(2022)

Basic Prompt 0.93 0.85 0.94 0.77 0.75 0.59

Version 1 0.84 0.84 0.91 0.73 0.58 0.55

Version 2 0.94 0.87 0.9 0.73 0.59 0.58

Version 3 0.88 0.83 0.88 0.75 0.62 0.5

Table 4.13: Comparison of Accuracy values for assessment of student answers for
Professional Issues in IT with di↵erent prompt versions for Q+A+R+C approach
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As the initial step towards enhancing the basic prompt, we included the chain

of thought prompting technique in the prompt forming version one. The objective

was to guide the GPT models through the grading process by allowing the model

to think step by step. Implementing this technique the model achieved a QWK

value exceeding 0.9 and an accuracy level above 0.8 for the questions with precise

answers. However, for open-ended questions, the QWK level remained within the

range of 0.5 - 0.7 accompanied by accuracy ranging from 0.6 - 0.7.

Advancing to the second prompt version we employed a combination of persona

pattern and Chain of thought technique. The persona pattern introduced the

persona of an examiner with expertise in the subject that was being graded, aimed

at providing the model with an understanding of the scope and responsibilities

associated with the assigned role. This technique did maintain the QWK level

and accuracy for questions with precise answers at a consistent level with the

previous prompt version, by maintaining a QWK level exceeding 0.9. Additionally,

it depicted a marginal enhancement of open-ended questions grading performance

for two questions although one question(4b) demonstrated a decline in performance.

Prompt version 3 was developed through the integration of a task breakdown

into prompt version 2 comprising CoT and persona pattern. Conforming to the

outcome of the experiment, it was observed that the QWK values for grading

questions with precise answers demonstrated an almost perfect level of agreement

while two of three open-ended questions achieved substantial levels of agreement

exceeding 0.7 as the QWK level.
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Chapter 5

Discussion

5.1 Discussion

5.1.1 Results Discussion

5.1.1. Pilot Test

The pilot test was conducted to explore the potential GPT model to be employed

in the final experiment. We used the latest GPT models introduced by Open

AI, including GPT instruct, GPT 3.5 Turbo, and GPT 4, to grade one question

per question type. The analysis of the outcomes depicted that the GPT Instruct

model exhibited the lowest level of performance among the three. It indicated the

minimal agreement between the score assigned by the model and those assigned

by the human evaluators for each students answer to selected questions. The GPT

Instruct model tended to generate incorrect responses frequently.

The subsequent model, GPT 3.5 Turbo, displayed improved performance

compared to the GPT instruct model. However, it still yielded a low QWK level

when grading the open-ended question. In contrast, the GPT 4 model showed

considerably higher performance, especially for questions with precise answers,

as it achieved a perfect level of agreement according to the QWK interpretation

guidelines. Even for open-ended questions, the GPT 4 model demonstrated a

moderate level of agreement, surpassing the predecessors that could reach a fair

level of agreement. The findings depicted the GPT 4 models potential for enhancing
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automated grading, and it was employed for further examination during the

final experiment. Nevertheless, another noteworthy finding was observed across

all models, that they demonstrated significantly better performance in grading

questions with precise answers than in grading open-ended questions.

5.1.2 Final experiments

When analyzing the results, it can be noted that providing only the question and

answer in the prompt is insu�cient to guide the Large Language model in grading

students answers. This approach not only holds low accuracy, but the scores

assigned by the GPT model in this approach far deviate from the scores assigned by

the human evaluators. This is indicated by the low QWK value of this approach.

Grading rubrics provide guidelines when grading students answers by defining

the possible instances of a students answer and their respective scores. Hence,

including grading rubrics in the prompt has significantly improved the accuracy

of scores provided by the GPT model. Grading rubrics did not considerably

enhance the agreement between the GPT-assigned scores and the human evaluators

scores, while including the model answer for each question upsurges the models

performance. The lecturers prepare these model answers based on the course

content, defining the scope of the expected answer for each question. It can further

guide the large language model, indicating the knowledge margins that should be

considered when grading the students answers. Similarly, providing course content

in the prompt can enhance the models performance significantly. The course

content provides the knowledge base that should be considered during students

answers grading. The GPT models can understand the content and identify all the

possible answers to the given questions. This approach performs the same as the

previous approach in which only the model answer is provided. Further proceeding

with the techniques, it can be observed that including the course content and model

answers in the same prompt also reaches a significantly improved performance level.

In this approach, the knowledge margins and the knowledge base are provided

together so that the model can consider the expected answer and draw other

possible answers from the course content.

Analyzing the average performance levels for open-ended questions and

questions with precise answers reveals notable findings. The basic approach

involving only the question and students answers yielded modest results for both

question types. Furthermore, Incorporating grading rubrics significantly enhanced

the QWK value for open-ended questions; it appeared to decline the performance
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when grading questions with precise answers.

After thorough consideration of outcomes, the noteworthy observation was,

regardless of the question type the three approaches in which the model answer and

course content were provided demonstrated promising performance. Consequently,

the main finding of this study evidently demonstrates that providing course content

as external knowledge to the model within the prompt using the RAG approach

can significantly improve the agreement level and accuracy of GPT models in the

context of automated grading of students answers.

We received the same pattern when applying the approaches to the subject of

Information Security. When the model answers and the relevant course content

were provided in the prompt, the performance was enhanced, increasing the

accuracy and reducing the deviations from the scores assigned by the human

evaluator. As LLMs are trained on a wide range of knowledge, they apply that

knowledge when grading the students answers, which can a↵ect the grade as it

is considered a vast knowledge area than what is expected from the students.

Providing the model answer or course content as external knowledge provides a

solution as it defines the scope of the expected answer and provides the LLM with

access to the knowledge scope from which it can determine other possible correct

answers.

When it comes to employing prompt engineering techniques, the chain of

thought technique and task breakdown enable the reasoning ability of the model.

Most importantly, it provided the model with space to think clearly and reduced

hallucinations or incorrect response generations. It not only supported deriving

the reasons behind the grade assigned by the model to a particular students’

answer but also played a crucial role in providing detailed feedback. Especially the

task breakdown technique led to a significant improvement in grading open ended

questions than previously employed techniques. As task breakdown technique

specifically defined the clear tasks in the grading process it reduced the incorrect

response generation when grading open-ended questions. The prompt versions

with di↵erent combinations of the aforementioned prompt engineering techniques

performed promisingly in the automated grading of students answers during the

experiment. Nevertheless the outcomes demonstrating combining all prompt

engineering techniques (Prompt version 3) could not outperform the basic prompt.

Instead, it maintained a similar level of performance for grading questions with

precise answers. For open ended questions the performance was improved across

the three prompts with prompt engineering techniques, but prompt version 3 did

not perform up to the level of the basic prompt.
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When considering the nature of the selected subjects, both lie within the

category of theoretical subjects in the IT domain. As per the experiment outcome

and their analysis, we can state that it is possible to successfully employ Large

Language models such as GPT for automated grading of students answers during

examinations or assignments for theoretical subjects in the IT domain. Since

providing course content has proven e↵ective in enhancing accuracy, it allows the

academic sta↵ to grade students answers even without deriving model answers

for every question. It benefits the academic sta↵ by reducing the time invested

in grading student answers manually and reducing human errors by employing

these methods. Further, it enforces more transparency as the LLM provides logical

reasoning of how the grading was carried out in the feedback provided to the

students.
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Chapter 6

Conclusion

6.1 Introduction

The chapter focuses on the conclusions drawn upon the completion of the research.

Explaining the results which were presented in chapter 5 and the contribution

towards the research community. In section 6.4, the limitations of the proposed

model will be explained. Finally, the future work will be discussed.

6.2 Research conclusions by objectives

6.2.1 Objective 1

Evaluate the impact of prompt design on the accuracy of the automated

marking process, identifying key elements within prompts that can

improve automated marking.

Table 4.12 and Table 4.13 show the comparisons of QWK and Accuracy for each

prompt version created utilizing the di↵erent prompt engineering techniques such as

chain-of-thought, persona pattern and task breakdown. All these techniques were

able to improve the reasoning capabilities of GPT-4 and reduce hallucinations.

When analyzing these tables, it can be observed that precise answers were marked
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consistently by all the prompt versions but there is slight decrease in assessing

the open ended answers when basic prompts are modified to version prompt. But

it was enhanced to a certain extent significantly by the task breakdown prompt

engineering technique . However, these engineered prompts were not able to surpass

the basic prompts.

6.2.2 Objective 2

Evaluate the impact of Retrieval Augmented Generation (RAG) to enhance the

automated marking process.

Considering the QWK and Accuracy values generated by assessing students

answers for both Professional issues in IT (Table 4.6) and Information Security

(Table 4.11), it can be observed that the performance of GPT models can be

improved by providing external knowledge. The given scores by GPT models have

a higher agreement with the scores given by lecturers when model answer, course

content or both are given.

6.2.3 Objective 3

Investigating the possibility of designing an improved prompt for all

question categories

Within this research RAG approach were used to modify the basic prompt.

This approach showcased that the marking process can be improved by providing

relevant course content to the LLMs. Apart from that there were two types

of questions available within the dataset as questions with precise answers and

questions with open ended answers. Table 4.7 shows that, average QWK for both

precise answers and open ended answers have achieved higher QWK values when

providing course content. Apart from that when providing the model answer,

both of them also achieved higher QWK values. However , when the prompts

were modified using prompt engineering techniques, all engineered prompts fail to

achieve higher QWK values for open ended answers even though they mark precise

answers with higher QWK values.
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6.2.4 Objective 4

Examine how well GPT models can handle di↵erent subjects and types

of questions in the marking context.

Table 4.6 and Table 4.11 show that average QWK values for both Professional

Issues in IT and Information Security subjects when providing GPT with course

content, model answer or both, the agreement between GPT granted scores and

lecturer granted scores is high. It shows that GPT performs the marking process

at a similar level for both subjects following di↵erent approaches.

6.3 Limitations

Our research was limited to assessing the short answers for theoretical

subjects utilizing the RAG approach and various prompt engineering techniques.

Assessment of Essay questions and questions with diagrams wasnt involved.

Further, the dataset that was scanned only contained Questions, Student

answers, model answer and scores given for student answers. A grading rubric

was not available in the dataset. Therefore, a simple grading rubric format was

developed by analyzing the marking patterns of lecturers.

6.4 Recommendation

According to the findings of this research, the lowest agreement with the human

evaluator score is shown by the marking done using questions and answers. A

slight improvement is shown when additionally providing the grading rubrics. The

other three scenarios of providing model answers, course content, and providing

both have shown higher levels of agreement with the scores provided by human

evaluators. Not only that but they also have a similar level of agreement when

comparison is done among themselves. Therefore, it shows that only providing the

question and answer doesnt achieve high performance. Providing the grading rubric

improves the marking process by guiding the GPT model and explaining how the

scores should be granted. Providing any or both of the model answers and course

content improves the marking process vastly. The following recommendations can

be made considering the finding and their implications.
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• Instead of creating a model answer specifically for a question, only the course

content can be provided along with the grading rubric to mark student

answers.

• Providing a grading rubric is necessary because it defines the score range

that can be granted for a particular question along with possible scenarios of

student answers.

• Providing both model answers and course content is more suitable than

providing only one of those components.

6.5 Future Work

In future endeavors, expanding the dataset to include a greater number of data

points per subject could significantly increase the depth and robustness of our

analysis. While our current research relied on a dataset comprising 1000 data

points, exploring larger datasets, particularly those available in the public domain,

presents an opportunity to discover deeper insights and validate the generalizability

of our findings. Transitioning towards public datasets would not only enhance the

reproducibility of our results but also facilitate collaboration and knowledge sharing

within the wider research community. By leveraging publicly available datasets,

we can ensure greater transparency in our research methodology.

Furthermore, future investigations could benefit from a comparative analysis

with baseline models and alternative language model architectures. Although the

GPT LLMs was used in this study, investigating alternative LLM versions could

provide significant knowledge about the relative e↵ectiveness and suitability of

various LLMs in student naswer assessment.

Additionally, incorporating automated marking techniques, particularly

utilizing the RAG approach for coding questions, holds promise for streamlining

evaluation processes and enhancing e�ciency in educational assessments. By

integrating external information into the marking process, we can augment the

accuracy and consistency of evaluations while accommodating the complexities

inherent in coding-based assessments.
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Chapter 7

Appendices

7.1 Prompt versions

7.1.1 Engineered prompts

The basic prompts with both and either course content, model answer showed

higher agreement with the scores given by human evaluators. Since the e↵ect

of prompt engineering techniques on automated student answer assessment is also

evaluated, we choose to engineer the basic prompt with a grading rubric and course

content. Several prompt engineering techniques mentioned in 3.4.3.2 in the section

were utilized. The engineered prompts are as follows.
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• Version 1 of the engineered prompt was developed by adding the

chain-of-thought techniques

Analyze the student's answer to the given professional practice−related question and

grade the student's answer according to a predetermined set of rubrics . Let's think

step by step.

Here are the specific guidelines for the scoring process:

Context information:

{Context}

Rubrics:

{Rubrics}

A student has provided an answer to the following question.

{Question}

Student's answer to evaluate:

{Student Answer}

Given the context information and rubric, let 's think step by step and assign a score

to the student's answer given above. Follow the rubrics when assigning the score

providing the steps taken. Do not use your prior knowledge.Follow JSON format to give

the explanation first and then the score.
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• Prompt version 2 was developed by adding persona pattern to the prompt

version 1

As an evaluator of a university examination with expertise in professional practice in

information technology, your role is to analyze the student's answer to the given

professional practice−related question and grade the student's answer according to a

predetermined set of rubrics . Let's think step by step.

Here are the specific guidelines for the scoring process:

Context information:

{Context}

Rubrics:

{Rubrics}

A student has provided an answer to the following question.

{Question}

Student's answer to evaluate:

{Student Answer}

Given the context information and rubric, let 's think step by step and assign a score

to the student's answer given above. Follow the rubrics when assigning the score

providing the steps taken. Do not use your prior knowledge. Follow JSON format to

give the explanation first and then the score.

• Prompt version 3 was developed as shown in 3.4.3.2 the section by adding

task breakdown technique to the prompt version 2
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7.2 Confusion matrices

The confusion matrix provided below shows a clear picture of how well the GPT

model is doing in terms of correctly and incorrectly predicting student marks.

Q+A+R+C approach results are considered here for each question in Professional

Issues in IT.

Figure 7.1: The confusion matrixes of 6 Professional Practice questions
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Below we have presented the confussion matrices we have gained according to

the results gained in the marking of student answers in Principles of Information

Security

Figure 7.2: The confusion matrixes of 4 Information Security questions
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7.3 Hallucinations Examples

Question What are the THREE (3) roles that an ISP
may play

Answer mere of conduit
hosting
Caching

Lecturer assigned mark 3 marks

GPT prediction mark 2 marks

Explanation The student correctly listed two out of the
three roles that an ISP may play, earning
them 2 out of 3 points.

Table 7.1: Hallucination example for approach Q+A

Question In most dynamic groups there are members
with diverse personalities. List the four (04)
main types of personalities.

Answer debator
commandor
architecture
logision

Lecturer assigned mark 0 marks

GPT prediction mark 4 marks

Explanation The student has mentioned 4 types
of personalities, but the spellings are
incorrect. The correct types are ’Debator’,
’Commander’, ’Architect’, and ’Logician’.
Since the student has mentioned all 4 types,
they will receive full credit.

Table 7.2: Hallucination example for approach Q+A+R
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Question List four (4) characteristics usually included
in the elements of Group Dynamics.

Answer Forming
Storming
Norming
Performing

Lecturer assigned mark 4 marks

GPT prediction mark 0 marks

Explanation The student answer did not list the
characteristics of Group Dynamics as
requested in the question. The answer
provided by the student did not mention
any specific characteristics such as Forming,
Storming, Norming, or Performing.

Table 7.3: Hallucination example for approach Q+A+R+C

Question In most dynamic groups there are members
with diverse personalities. List the four (04)
main types of personalities.

Answer logician
debator
Architect

Lecturer assigned mark 0 marks

GPT prediction mark 3 marks

Explanation The student answer mentioned 3 types of
personalities out of the 4 provided in the
model answer. The mentioned personalities
are Logician, Debator, and Architect.

Table 7.4: Hallucination example for approach Q+A+R+MA
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Question Explain the di↵erence between primary
infringement and secondary infringement of
copyrights

Answer Primary infringement - get someone’s thing
for the personal use only.
Ex-theft software from someone and use it
individually.
Secondary infringement - theft someone’s
intellectual property for the commercial use.
Ex-selling the software copies of someone’s
software

Lecturer assigned mark 4 marks

GPT prediction mark 0 marks

Explanation The student’s answer does not accurately
explain the di↵erence between primary
infringement and secondary infringement.
They have provided examples that do not
align with the information provided in
the context information and model answer.
Additionally, there are grammatical errors
in the answer. Therefore, the student will
receive 0 points for this answer.

Table 7.5: Hallucination example for approach Q+A+R+MA

88



7.4 Incorrectly marked answers by lecturer

Question In most dynamic groups there are members
with diverse personalities. List the four (04)
main types of personalities.

Model Answer Analyst
Diplomats
Sentinals
Explorers

Student Answer Analyst
Diplomonrs
Sentinecis
Explorers

Lecturer assigned mark 3 marks

Correct Score 2 marks

Table 7.6: Example 1 - Incorrectly scored student answers by lecturer

Question List four (4) characteristics usually included
in the elements of Group Dynamics.

Model Answer Forming
Storming
Norming
Performing

Student Answer eaders
Members
Actions
Performance

Lecturer assigned mark 4 marks

Correct Score 0 marks

Table 7.7: Example 2 - Incorrectly scored student answers by lecturer
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Question The two SQL commands GRANT and
REVOKE can be used in managing database
security. Briefly describe the functionality of
them

Model Answer GRANT: this can be used to grant one or
more access rights or can be used to assign
a user to a role.

REVOKE: this facilitates removing any
already granted access rights from a user.

Student Answer GRANT: GRANT command can be used
to grant manage permission to the di↵erent
tables with di↵erent confidentiality

REVOKE: this facilitates removing any
already granted access rights from a user.

Lecturer assigned mark 4 marks

Correct Score 2 marks

Table 7.8: Example 3 - Incorrectly scored student answers by lecturer

7.5 Chunked syllabus

7.5.1 Professional Issues in IT Ref 1 chunks

Figure 7.3: chunks containing in the CSV file
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7.5.2 Professional Issues in IT Ref 2 & 3 chunks

Figure 7.4: chunks containing in the CSV file
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7.6 Grading Rubrics

Approach Grading Rubric.

Q+A+R 4 points - Having described both primary infringement and
secondary infringement correctly
2 points - Having described only one from the primary
infringement or secondary infringement correctly
0 points - Having described none of the primary infringement and
secondary infringement correctly

Q+A+R+M 4 points - Having described both primary infringement and
secondary infringement correctly, as mentioned in the ”model
answer”
2 points - Having described only one from the primary
infringement or secondary infringement correctly, as mentioned
in the ”model answer”
0 points - Having described none of the primary infringement
and secondary infringement correctly, as mentioned in the ”model
answer”

Q+A+R+C 4 points - Having described both primary infringement and
secondary infringement correctly, as mentioned in the context
information”
2 points - Having described only one from the primary
infringement or secondary infringement correctly, as mentioned
in the ”context information”
0 points - Having described none of the primary infringement and
secondary infringement correctly, as mentioned in the ”context
information”

Q+A+R+MA+C 4 points - Having described both primary infringement and
secondary infringement correctly, as mentioned in the context
information” and ”model answer”
2 points - Having described only one from the primary
infringement or secondary infringement correctly, as mentioned
in the ”context information” and ”model answer”
0 points - Having described none of the primary infringement and
secondary infringement correctly, as mentioned in the ”context
information” and ”model answer”

Table 7.9: Grading rubrics for di↵erent approaches
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