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ABSTRACT 

Monitoring and confirming the examinee's degree of trust during online exams without the 

assistance of live proctors or invigilators has become a significant concern for most 

Universities in Sri Lanka. There are currently feasible proctoring options for institutions in Sri 

Lanka, but they have flaws that make it possible for students to cheat on exams. This study 

primarily intends to address that issue by introducing a methodology to determine the 

examinee's trustworthiness during the e-assessment period. As a result, it is critical to 

comprehend the ideas of trust and trustworthiness in the context of assessment and there are 

numerous definitions of trust and trustworthiness in the literature. It is essential to highlight 

that the concept of trust and trustworthiness is context-sensitive, and several metrics are 

presented in the literature to assess the examinee's identification and behavior-related 

trustworthiness. Biometric parameters are emphasized in the literature as important factors 

that are employed for the examinee's identity verification or authentication and there are other 

non-biometric parameters as well. 

 The term "examinee trustworthiness" as defined in this study refers to the state that an 

examinee achieves by adhering to the established rules throughout the e-assessment time. 

Also, researchers have further defined the “trustworthiness parameter” as any action, 

occurrence, or environmental change that influences the variance in the examinee's level of 

trust during the online assessment time. In the context of an online e-assessment, this research 

attempts to construct a multiparameter-based model to measure the examinee's 

trustworthiness. 

Using discrete image stream, and operating system event data collected during the online e-

assessment, the researcher has conducted experiments and literature analysis in the first stage 

of this study to identify potential trustworthiness parameters. Through these experiments, the 

researcher has identified the examinee's environment's unacceptable background, the 

examinee's lack of visibility in front of the webcam, the presence of multiple people in front 

of the webcam, the examinee's false identity, and accessing unauthorized materials on the 

operating system as trustworthiness parameters in this study. 

Through the parameters used during phase one of this research, the researcher defined the 

qualitative concept of "examinee trustworthiness" in the context of online e-assessment in a 

quantitative way. The researcher also determined the proper weights of each chosen parameter 

to the examinee's trustworthiness because the identified parameters affect the examinee's 

trustworthiness to varying degrees. The researcher presented the novel concept of the “Trust 

Index”, which is a quantitative representation of examinee trustworthiness, in an online e-
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assessment context as an intergraded output of selected parameters as a multiparameter base 

model to evaluate the examinee trustworthiness. 

 

With the help of tooling the researcher had developed to capture each parameter of 

trustworthiness, the researcher qualitatively assessed the effectiveness of the proposed Trust 

Model using a simulated e-assessment with 15 participants. The researcher makes many 

recommendations for tools and the trust model that has been put in place for future research. 
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CHAPTER 1 

1 INTRODUCTION 

1.1 MOTIVATION 

With the digital transformation, traditional educational systems were gradually replaced with 

e-learning systems. However, the Covid-19 epidemic has acted as a stimulus for this digital 

transformation in the educational sector.  According to the statistics, globally over 1.2 billion 

children were unable to attend classroom and education systems, and educators were forced to 

shift to online methods rapidly (‘The COVID-19 pandemic has changed education forever, 

2020). When it comes to the local Sri Lankan context, most educational institutions, schools, 

and universities have started to move from traditional classroom-based approaches to online-

based learning approaches to support students with their educational activities during the 

Covid-19 pandemic.  

Assessment is critical in any educational system since it decides whether or not educational 

goals are reached (‘Why Is Assessment Important?’, 2008).  However, with the Covid-19 

pandemic, people were forced to maintain a social distance (‘Coronavirus, Social and 

Physical Distancing and Self-Quarantine’, 2020) and because of that educational institutions 

were forced to move to E-assessments as an alternative to traditional paper-based 

assessments. Unlike the traditional classroom and paper-based assessments, researchers have 

identified several issues that are unique to e-assessment such as  

• Maintain fairness among all the students 

• Methods that are unbiased for evaluating knowledge 

• The degree to which kids can use technology 

• Plagiarism 

• The potential for internet fraud and impersonation (‘Online Assesment in 

Schools-Challenges and Solutions’, 2020) 

 

Out of these points, online cheating during the e-assessment has been identified as a common 

challenge for all E-learning systems (Bawarith et al., 2017). Hence measuring the 

trustworthiness of the examinee during and identifying the e-assessment has also become a 

challenge as well. Also, the magnitude of this challenge has increased with the Covid-19 

pandemic. 
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1.2 PROBLEM STATEMENT 

Without the involvement of live proctors or invigilators, monitoring and validating the trust 

level of the examinee during online examinations has become a critical challenge for most 

Universities in Sri Lanka. Though there are claimed advanced, automated proctoring systems 

available for commercial purposes, they are not affordable for universities in Sri Lanka due to 

financial restrictions. Since human resources are also limited, live proctoring also has many 

limitations in practice. Proctors, for instance, should be educated to check for authenticities 

and odd behaviors like eye or facial gestures and the appearance of any untrustworthy 

equipment that would suggest possible cheating. Additionally, it demands that the exams be 

planned at a specified time based on the proctor's availability at a given date and time and 

their technological proficiency (Foster and Layman, 2013).  

The available current solutions which are feasible for proctoring for universities in Sri Lanka 

contain loopholes that enable the possibility of cheating during the examinations. As an 

example zoom proctoring with a live proctor is given several students to monitor in a single 

view which causes a limited focus in a single student, sometimes due to bad lighting 

conditions in the surrounding environment, the captured images are not clear enough to get a 

decision and sometimes unable to identify the student eye focus during the zoom proctoring 

as well.  

 As per the examples stated above, validating the trustworthiness of the examinee during an e-

assessment has become a challenge and this reflects the importance of designing a mechanism 

to evaluate the trustworthiness of students in such an e-assessment context. 

 

1.3 SIGNIFICANCE OF THE STUDY 
 

Online assessments are now an integral part of our lives in a world where everything is being 

digitized. Exams administered online are becoming more prevalent as we adapt to the digital 

world, slowly replacing the old tradition of pen-and-paper testing. The primary benefit of an 

online examination system is the reduction of expenses and time for both the candidate and 

the evaluator. With the expanding usage of online assessment, the level of fraud committed 

has also increased significantly (Joshy et al., 2018). 

To benefit from this technological innovation and uphold academic integrity, it is crucial to 

design a technology to evaluate the examinee's trustworthiness during e-assessments. As a 
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result, the primary aim of this research is to build a computational model that will quantify an 

examinee's trustworthiness during summative e-assessments and serve as a decision-

supporting indication for evaluators when conducting mass e-assessments. 

 

In the literature, trust and trustworthiness terms are defined in a variety of ways, and in this 

study, it will be expanded upon more in the literature review section. One crucial insight is 

that the concept of trust and trustworthiness is context-sensitive (Liu and Wu, 2010) and 

therefore, it is essential to define the trust and trustworthiness teams under consideration for 

this study. 

In this study, the researcher has defined the term examinee trust in the context of e-

assessments as adhering to the specified rules throughout the e-assessment period. From the 

perspective of the evaluator, if a person agrees and follows a set of rules, it is reasonable to 

conclude that the individual is upholding the rules. As a result, we may conclude that person 

is trustable. If the person violates the rules, he becomes a suspect in the e-assessment context. 

If the examinee performs any activity or any suspected activity which violates the defined e-

assessment rules, then we can call that action a breach of trust and if the examinee performed 

the e-assessment adhering to the rules then we can call that action a maintained trust.   

Also, the researcher has defined the term examinee trustworthiness in the context of e-

assessment as the state examinee achieves by adhering to the specified rules throughout the e-

assessment period. If the examinee performs the e-assessment without breaching the trust, we 

call him a trustworthy examinee. If he breaches the trust, we call him an untrustworthy 

examinee.  Examinee trustworthiness is a qualitative concept that we can define within a time 

boundary.  

The researcher has also defined the team trustworthiness parameter as any action, 

occurrence, or environmental change that influences the variance in the examinee's level of 

trust throughout the online assessment session.  

 

In conclusion, educational institutions that have limited resources will benefit from the 

quantification of the examinee's trustworthiness during the e-assessment. Additionally, it will 

improve academic integrity and assist evaluators in their decision-making process in e-

assessments. 
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1.4 RESEARCH QUESTION(S) 

Develop a model for examinee trustworthiness that can be used to filter examinees of 

online e-assessment based on the given context and ruleset  

• Analyze the discrete image stream of the examinee during the e-assessment to identify 

the most suitable trustworthiness evaluation parameters 

• Analyze the operating system events of the examinee’s computer to identify the most 

suitable trustworthiness evaluation parameters 

Integrate the outcome of the identified parameters to determine the trustworthiness of the 

examinee during an online e-assessment 

1.5 RESEARCH AIMS AND OBJECTIVES 

1.5.1 AIM 

This study aims to develop a multiparameter-based model to measure the examinee's 

trustworthiness in an online e-assessment context. Based on the created model, the 

researcher will present a method for evaluating the examinee's trustworthiness in the 

context of an online e-assessment using a novel unit of measurement called the Trust 

Index, which is a quantitative representation of the examinee's trustworthiness. 

1.5.2 OBJECTIVES 

• To describe factors that should be considered to assess the examinee's 

trustworthiness in an online e-assessment context 

• To develop an initial proctoring system to employ the proposed model to be 

used in online assessments  

• To propose a model for assessing trustworthiness as a single unit of 

measurement during an e-assessment 

• To evaluate the suitability of the proposed model in an e-assessment context 
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1.6 SCOPE 

With the Covid-19 pandemic and social distance boundaries, to support schools and university 

students, most universities moved to online-based educational activities. Even though the 

university academic activities are carried out on an online basis, some of the universities 

postponed the examinations and some of them have conducted the examinations by 

maintaining the social distance including the University of Colombo School of Computing 

(UCSC) as well as attempts have been made to conduct the examinations online basis with the 

zoom real-time proctoring.   

Hence, this research will primarily focus is to develop a model for the trustworthiness of the 

examinee during online an e-assessment context based on the parameters identified through 

the discreet image collection and operating system events captured during the e-assessment.  

Suitable parameters will be selected based on the experiments and the literature review and 

prototype system will be implemented by using the identified parameters. This prototype 

system will be used for the data collection and model evaluation process.  

When it comes to the target audience, this study will be conducted targeting 

postgraduate/undergraduate students and academic staff at the University of Colombo School 

of Computing as a supportive mechanism to conduct e-assessments with the help of 

automated proctoring. Also, this will be an individual research project as a submission for the 

MCS 3003 course which takes one year. 

 

1.7 APPROACH TO THE PROBLEM 
 

The first phase of this research will take a qualitative approach where the researcher will 

perform experiments and a literature review to identify possible trustworthiness parameters. 

Additionally, the researcher will implement software tools to capture these trustworthiness 

parameters in an optimum way. Using those implemented tools experimental data will be 

collected related to possible different parameters and qualitative analysis will be performed to 

identify the most feasible parameters for the study in the given context.   

The second phase of this research will take a qualitative approach where the researcher is 

planning to quantitatively define the qualitative concept of examinee trustworthiness in the 

context of online e-assessment through the parameters identified during phase one of this 



 

 

 

6 

 

research. Since the identified parameters contribute to the examinee's trustworthiness to 

different degrees, the researcher must identify the appropriate weight of each selected 

parameter to the examinee's trustworthiness (Raj, Narayanan and Bijlani, 2015). In this stage, 

the researcher aims to introduce the Trust Index, which is a quantitative representation of 

examinee trustworthiness, in an online e-assessment context as an intergraded output of 

selected parameters for the study to develop a multiparameter base model to evaluate the 

examinee trustworthiness. 

A prototype system will be implemented, and simulation-based experiments will be 

conducted with uses to finetune the implemented model. During these experiments, students 

will be asked to simulate the cheating scenarios and trustable scenarios, and the Trust-Index 

output received by the model will be qualitatively analyzed in the study. Based on this 

researcher will introduce a Trust-Index Metrix which is a proposed scale of examinee 

trustworthiness that can be used in a similar online e-assessment context.   

 

1.8 EXPECTED RESEARCH CONTRIBUTION 

• This research will be a novel approach and attempt for the objective evaluation of 

examinee behavior during an online e-assessment based on the given context and 

ruleset.  In this proposed approach, possible suspected activities will be monitored 

throughout the e-assessment process from the input received via a discreet collection 

of images/video stream, and operating system events.   

• Trust index will be generated as the outcome of the proposed automated proctoring 

system and this proctoring system will be an initial framework for more cost-effective 

integrations as well. 
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CHAPTER 2 

2 LITERATURE REVIEW 
 

2.1 E-LEARNING   & E-ASSESSMENT 

With the digital transformation in the educational domain, e-learning has gained popularity, 

especially in higher educational institutions almost everywhere in the world. Musa and 

Othman define e-learning as all forms of learning delivered electronically that aid the teaching 

and learning processes (Musa and Othman, 2012). The scope of e-learning can have a vast 

range based on the involved practice, such as online learning where the learning process is 

based on digital media, blended learning where e-learning consists of both online as well as 

offline learning, ICT-mediated face-to-face learning where learning and teaching will be face 

to face based on online media and distance learning (Gikandi, Morrow and Davis, 2011)  

With the introduction of E-learning systems, E-assessments also emerged as a digital way to 

conduct an assessment to measure learner outcomes. According to Gaytan (Gaytan, 2004), e-

assessment is a system for assessing students' academic success that consists of numerous 

components that must be measured. Another study conducted by Alruwais, Wills, and Wald 

(Alruwais, Wills and Wald, 2018) explains E-assessment as a set of procedures based on the 

electronic form where start to end including designing, test implementation, and responding 

are conducted using ICT.  In general, E-assessment can be defined as a technique to measure 

the learner's learning outcomes and performance with the support of digital technology. Like 

traditional assessments, E-assessments also can be categorized under the classification of the 

formative and summative assessment approach. Conducting formative assessments is 

comparatively easy in an online environment by using the facilities provided by the Learning 

Management systems (LMS) because formative assessments are conducted as a continuous 

learning activity during the course (Hewagamage and Wikramanayake, 2011). However, 

conducting a summative assessment in an online environment is different from conducting a 

formative assessment because summative assessments require high control and security 

measurements in the assessment process to ensure reliability and validity (Cassady and 

Gridley, 2005). Therefore, in most academic courses, summative assessments are conducted 

using the classroom-based approach and formative assessments are conducted using the help 

of available e-assessment methods in LMS.  

In both classroom and e-assessment approaches, formative assessments are assessments 
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defined to support learning (Gikandi, Morrow and Davis, 2011). The primary focus of them is 

to improve the student's performance and is not intended to audit it (Dixson and Worrell, 

2016) and therefore the trustworthiness of the student is assumed during the assessment 

period. However, when it comes to summative assessment, is defined as validation and 

accreditation of the student leanings (Gikandi, Morrow and Davis, 2011). Summative 

evaluations are used to measure the effectiveness of the learning process and compare student 

performance to predetermined benchmarks (Dixson and Worrell, 2016) and therefore trust of 

the student during the assessment process is also validated, and measured with the help of 

invigilators. 

 

2.2 TRUST AND TRUSTWORTHINESS 

To gain a thorough understanding of trust and trustworthiness is crucial to continue this study. 

In general, there are many definitions of trust and trustworthiness that can be found in the 

literature. A paper published by Russell Hardin state that without any moral undertones, the 

trust may be entirely explicable as a skill or as the result of logical expectation (Hardin, 

1996).  Another study conducted by Margaret and Laura (Levi and Stoker, 2000) suggests, as 

a relational term, trust requires people to expose themselves to people, groups, or institutions 

that might injure them or betray them and the judgment of trust is inspired by the cause of 

actions. Furthermore, they explain that trustworthiness is a relational concept with a more 

limited sense and if a person has attributes of trustworthiness even though there is no call for 

trust, it will act as an assurance for potential trusters that the trusted party will not betray them 

(Levi and Stoker, 2000).  

The concept of trust and trustworthiness is context-sensitive. To support this claim, Liu and 

Wu define trust as a relationship between the trustier and trustee in a certain situation and 

setting (Liu and Wu, 2010). They explain this with an example where the person can trust 

another person’s ability for computing but not the ability to write.  Therefore, in the context 

related to computing, they can trust each other but not in the context of writing something. 

Therefore in this study researcher must identify trustworthiness attributes in the e-assessment 

context so that they can be used to elaborate on the trustworthiness of the examinee during the 

e-assent. However, the question is, is it possible to measure trustworthiness in a given context, 

specifically in the computing domain? In the literature, the researcher has found several 

previous attempts to achieve this goal.  
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Marsh in his thesis on “formulating trust as a computational concept” (Marsh, 1994) 

introduces a formula for situational trust as, 

〖Tx (y,α)〗^t = Ux〖(α)〗^ t  * Ix 〖(α)〗^ t  * Tx〖(y)〗^ t  

 where α denotes the situation and  Ux〖(α)〗^ t represents the utility x benefit from the 

situation α,  Ix〖(α)〗^ t is the significance of the situation α for agent x and Tx〖(y)〗^t  is 

the valuation of general trust after including all possibly relevant data concerning Tx (y,α)in 

the past. This study gives a clear indication to the researcher which shows the computational 

possibility of quantifying the trust concept related to a given situation.  

Also, in the E-learning domain, the term trust has many definitions in terms of situation and 

context (Ben-Ner and Halldorsson, 2010). From a systems perspective, Liu and Wu mention 

that a reliable e-learning system is one that has reliable serving peers and effective learning 

resources (Liu and Wu, 2010). However, the focus of this study is on the examinee's 

trustworthiness during the assessment process, and, according to Ivanova et al., trust in the 

examinee's identity and trust in the submission of their original work are the two most 

important factors influencing that trust (Ivanova et al., 2018). 

When it comes to these two different perspectives, the authorship of the submissions can be 

validated through plagiarism detection tools which are widely available both online and 

offline. Therefore, it will not be considered in this study.  Though early research and studies 

more focus on identity verification a recent study conducted by Senbo, Xiao, and Yingling 

explains the importance of the identification of the abnormal behaviors of the examinee 

during the examination process (Hu, Jia and Fu, 2018) along with the identity verification 

approach.  

There are many definitions given for misconduct in the e-assessment domain. Hylton, Levy, 

and Dringus also define misconduct in the e-assessment as unethical and improper behavior in 

online exams, and dishonesty is defined as the inability to verify identity and the inability to 

behave within predetermined parameters. Additionally, they clarify that cheating on an exam 

happens when information is shared with or obtained from third parties or when prohibited 

materials are employed (Hylton, Levy and Dringus, 2016) .  

As in the literature, different researchers have defined their definitions of trust and 

trustworthiness. Even though there are differences in these definitions, acceding to the 

purpose and the context they share the same general idea. Therefore researcher has to define 
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the terms Examinee Trust, Examinee Trustworthiness, and Trustworthiness Parameter 

specific to this study under the introduction chapter of this study.  

 

2.3 PARAMETERS USED TO DETERMINE THE 

TRUSTWORTHINESS IN THE E-ASSESSMENT CONTEXT 

 

Different parameters are described in the literature to measure the trustworthiness of the 

examinee related to identity and behaviors. In literature, biometric parameters are highlighted 

as key parameters used for the identity verification or authentication of the examinee.  The 

ability to identify and authenticate a person using one or more of their behavioral, physical, or 

chemical features is referred to as biometrics. (Ojo, Zuva and Ngwira, 2015).  Following are 

some of the behavioral and physical biometric parameters used in the e-assessment context.  

• Kaystork Dynamics 

To obtain the biometric data related to a person through the Keystore dynamics, it uses the 

features such as typing speed, keystroke seeks time, flight time, characteristic errors, and 

characteristic sequences (Ojo, Zuva and Ngwira, 2015). In the TeSLA system, keystroke 

dynamics are used to verify the identity as well as the authorship of writing assignments 

(Janssen et al., 2019).  

• Mouse Dynamics  

Mouse dynamics is another behavioral biometric parameter that uses features like mouse 

move, drag and drop, point and click, and no motion to collect data. (Ojo, Zuva and 

Ngwira, 2015).  Mouse dynamic is useful for user identity authentication and it can be 

considered as an invasive method of capturing biometric data (Nazar, 2003).  

• Facial Biometrics 

This is commonly referred to as facial recognition as well. Almost all the proctoring tools 

and systems use this parameter to retrieve the authentication data of the user. In these 

systems, a static image or recorded videos are used to extract the facial identity futures 

(Bertran, 2018). In the early days, 2D images were used to authenticate, and with the 

advancement of technology now 3D facial recognition is heavily used, and they are more 

accurate as well. Many algorithms for facial recognition have been developed by 

researchers, including the Kanade-Lucas-Tomasi (KLT) algorithm, which uses vector 
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representation of images to establish the identity of the individual (Ojo, Zuva and Ngwira, 

2015).  Popular Proctoring tools such as TeSLA, ProctoreU, Procter C 

am, etc. used this as a key parameter in their system to authenticate the user identity 

(Foster and Layman, 2013). This metric is also used to manually assess trust in existing 

proctoring systems. 

• Voice Recognition  

This is also another parameter used in the proctoring systems for identity verification and 

authentication of the user. In this approach, voice structures will be compared with the 

pre-generated learner mode. The TeSLA proctoring system also consists of this capability 

(Okada et al., 2019). The recognition is primarily accomplished by comparing two voice 

segments; if the input voice is recognized from a known set of voice segments, this is 

referred to as an in-set scenario; otherwise, this is referred to as an out-set scenario 

(Hansen and Hasan, 2015). This function is useful for determining the examinee's 

trustworthiness during the. Unlike other biometric parameters, voice recognition is a 

performance-based biometric ic and therefore speech signals are prone to large variability 

and increase the complexity of the identification process. As an example, when a person is 

not well the voice is different than the normal situations (Hansen and Hasan, 2015).   

• Eye-gaze Tracking  

Eye-gaze tracking is also a parameter for user behavior tracking. Using eye-gaze tracking 

algorithms and implementations can determine the eye gaze point of a user as he or she 

looks around and the related coordinates are calculated related to the screen the person is 

looking at. These eye-gaze points are represented as (x,y) coordinates on the 

screen(Bawarith et al., 2017). A study conducted by Cuong and Hoang has proposed a 

real-time eye-gaze detection system with the use of a webcam through a geometry feature 

extraction method (Cuong and Hoang, 2010). However, the angle of view and eye 

structure are vital elements of this tracking, and it is dependent on the user. To obtain 

more precise results from such gaze detections, a calibration stage is usually required and 

when users suffer eye abnormalities, this gaze tracking becomes more complex (Kar and 

Corcoran, 2017).  

Apart from the biometric parameters, other parameters are also stated in the literature in the e-

assessment and proctoring domain. Following are a few such parameters commonly used to 

determine the trustworthiness in the e-assessment context.  



 

 

 

12 

 

• Browser Activity Monitoring 

Browser locking is a common parameter/feature used in many proctoring tools such as 

Examus, Respondus, and TeSLA. Assessments are displayed full screen in this technique, 

preventing access to other apps such as chat, screen-sharing, virtual machines, and remote 

desktops (Foster and Layman, 2013). Safe Exam Browser is one such application that can 

be coupled with learning management systems (LMS), allowing examiners to design tests 

via the LMS by utilizing exciting features. A safe exam browser also provides a secure 

environment in which to conduct the assessments (Nigam et al., 2021).  This will impose 

examiner control over the examinee environment, which was not explored in this study. 

• OS Activity Monitoring 

Operating system activity monitoring is another parameter commonly used in the e-

assessment domain. Such systems can automatically identify open files and folders, 

unwanted applications, or suspicious OS events which can be concluded as misconduct 

behavior (Nigam et al., 2021). In these systems, monitoring is configured depending on 

the examination's rules, and the system alerts when the rules are violated. 

In general, by combining one or a few characteristics, it is feasible to confirm the identity of 

the user and identify inappropriate behavior of users during e-assessments. 

 

2.4 PROCTORING 

Compared to the human proctors and invigilators in traditional classroom-based assessments 

proctoring tools plays the same role in online e-assessments. According to the literature, 

online proctoring systems are classified into three types, as shown in the table below. (Nigam 

et al., 2021).  
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Table 1: Proctoring Tools  

Live Proctoring Recorded Proctoring  Automated Proctoring  

• System of real-time 

proctoring 

• The human proctor is 

present. 

• Suitable for theoretical 

exams lasting 2-3 

hours 

• The human proctor 

can detect cheating 

and malpractice by 

tracking students' eye 

movements and 

recognizing their 

faces. 

• Competence in the 

application of 

technological 

advancements is 

required. 

• Involves videotaping 

the candidate during 

the examination as 

well as other log 

details. 

• Post-proctoring 

entails tracking eye 

and face movements, 

detecting objects and 

faces, analyzing logs, 

and so on. 

• Human intervention is 

essential, but it is 

time-consuming and 

expensive. 

• A more advanced 

version in which 

people do not proctor 

the entire time, but 

only review 

• Using various 

algorithms and 

technologies, the 

system detects fraud 

and cheating.  

• It is less expensive 

because no human 

proctors are used. 

• Such systems are 

more difficult to 

develop. 

 

In the context of live proctoring, it depends on human resources and in mass examinations 

such as university examinations, it might be infeasible due to a lack of resources.  However, 

because of the human involvement in this type of proctoring accuracy of decision-making is 

high due to the intelligent behavior of the human proctor.  

There are many online proctoring toolings are available in the E-assessment domain such as 

ProctorU, Xproctor,  TeSLA, Safe Exam Browser, and Examus (Nigam et al., 2021). It is also 

observed that examinee trust is ensured in these proctoring systems through monitoring 

capabilities.  

Following is a brief comparison of such proctoring tools and available features derived from 

the literature.  
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Table 2: Online Proctoring Tools  

Tool/ Software 

Name 

Description 

ProctorU • Make use of a microphone  

• Live Proctoring approach  

• Authenticate student identity 

• It is necessary to maintain an unbroken audio-visual link 

Xproctor • Use facial recognition, behavior streaming 

• Supports various LMSs 

• Authenticates students while constantly tracks monitoring them 

• Can be installed on Personal Computer  

TeSLA • The system involves authentication and authorship-checking 

instruments 

• Use a single tool for Face Recognition, Voice Recognition, 

Anti-Spoofing, Keystroke Dynamics, and Plagiarism Detection 

• Exam data is recorded and stored in an LMS server using 

cloud-based Software as a Service (SaaS) 

Safe Exam Browser • Software that is compatible with an  

• The device is locked and the user is unable to access other tabs 

or applications. 

• Disables shortcuts and copy/paste 
 

Exams • AI-based software 

• Capability to extract behavioral characteristics from students 

during online lectures 

 

As per this table, these different proctoring tools and software work on different aspects and 

collects different type of data using different parameters. However, most of them are 

commercial products limited to one or a few aspects of proctoring.  

Apart from these software-based solutions, there are several hardware-based solutions 

available for proctoring as well. As an example, Atom and his team have proposed wearable 

proctoring spectacles that are capable of user verification, text detection, voice detection, 

active window detection, gaze estimation, and phone detection (Atoum et al., 2017).  Also, 

solutions such as TeSLA are aimed to use biometric verifications as proctoring approach as 
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well (Bertran, 2018). However, these solutions are somewhat advanced and hard to afford by 

every student in the institutions especially universities that resides in developing countries.  

Also, in most cases, a final human should be available to decide on the student's worthiness 

by analyzing all these different kinds of collected data. However, fewer researchers have been 

conducted on thinking about aggregating the data collected through these different types of 

results into one single unit of measurement. Such research was conducted by Vishnuraj and 

his team at the E-learning research lab in India, where they propose a heuristic-based 

automatic proctoring system for E-assessments. They collect data from different imputes such 

as webcam, audio tracking, and, user screen detection and implemented an inference system 

to find out the malpractices. However, this system is only capable of detecting malpractice in 

each of these different scenarios and only intended to implement as a replacement for human 

proctored in E-assessments (Raj, Narayanan and Bijlani, 2015).  

Also, a recent study conducted by Maniar et al has implemented a proctoring system with a 

combination of multiple parameters such as eye gaze tracking, mouth open or close detection, 

object identification, and head posture estimate using facial landmarks and face detection. 

However, in this system, there is a proctor to take the final decision on the examinee's 

trustworthiness with all the captured data (Maniar et al., 2021) and it can be considered a real-

time trust monitoring approach.  

Therefore, this indicates the need for an objective trust measurement approach in online e-

assessments in large-scale examinations and the researcher is the focus to fill this research gap 

in this research study. 

 

2.5 FACE DETECTION TECHNIQUES 

 

OpenCV Method 

The OpenCV method is highly used for face detection in the computer vision domain. This is 

a feature-based face detection method and it discovers faces by extracting structural features 

of the face (Dwivedi, 2018). These features are commonly called Haar Wavelets or Haar 

Features and it is used to detect the features in the human face such as eyes, eyebrows, nose, 

and lips. Alfred Harr in 1909 suggested harr features as a sequence of rescaled square shape 

functions and the Viola-Jones Algorithm is used to detect the harr-like features in the image 

(Adakane, 2019).  
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Figure 1: Haar Wavelets or Haar Features 

 

in the above image 1 and 2 consider edge features, 3 consider a line feature and 4 consider a 

four-rectangle feature. To determine the human face, these harr features are applied to all 

relevant parts of the image.  

Figure 2: Four-rectangle feature 

 

As in the above image, it is possible to represent the most relevant features by using these harr 

features. In this process, a large sample set is generated by extracting feature images and then 

the AdaBoost algorithm is used to detect the faces (Lu and Yan, 2021).  

MediaPipe Method 

MediaPipe face detection is a quick face detection system that is supported by Google 

machine learning and focuses on live and streaming data. This solution consists of 6 facial 

landmarks and multi-face detection ability (‘MediaPipe Face Detection’, 2020).  This solution 

contains three face detection models such as,  

• Short-range model (best for faces up to 2 meters away from the camera) 

• Full-range model (dense, best for faces up to 5 meters away from the camera) 

• Full-range model (sparse, best for faces up to 5 meters away from the camera)  

Depending on the application user can select the preferred model to optimize this task.  
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The BlazeFace algorithm, which is a lightweight and high-performance face detector adapted 

from the Single Shot Multibox Detector (SSD) framework, is the basic theory behind this 

approach (Bazarevsky et al., 2019). Researchers trained this model with 66K images and 

evaluated it on a private geographically diversified dataset of 2K images, achieving an 

average precision of 97.95% (Bazarevsky et al., 2019). Therefore this can be ranked as one of 

high accurate face detection models in the computer vision domain.  

Figure 3: BlazeFace algorithm output 

                                                   

This is an example of BlazeFace output in red color and task-specific output in green color.  

 

2.6 GAZE DETECTION 

 
There are three types of eye-tracking techniques in the computer vision domain. The first is 

electro-oculography (which involves inserting electrodes near the eye skin), the second is 

contact lens-based eye coil systems, and the third is image-based tracking of eye movement. 

(Cuong and Hoang, 2010). The image-based method is a noninvasive method and therefore it 

has gained more popularity over time.  s 

In this study, the researcher has studied the Dlib library (‘Dlib’, 2022) which is a modern C++  

machine learning algorithm toolkit. To detect 68 facial key points it uses a pre-trained 

network which was proposed by Kazemi and Sullivan in their research (Kazemi and Sullivan, 

2014). The researcher has used Dlib in the study because it can give predictions on a real-time 

basis.  

 

 

 



 

 

 

18 

 

Figure 4: Facial landmarks with Dlib 

 

 

By using the facial keypoint detecter it is possible to find the eyes in the given image and it is 

the first step of gaze detection.  

After identifying the eye, the gaze can be predicted using the pupil, iris, and sclera positions. 

The following image illustrates the position of each eye component when gazing in different 

directions.  

Figure 5: Eye component illustration   
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As shown in the image, the sclera (white portion of the eye) occupies the right part of the eye 

when looking to the left, and the sclera fills the left part of the eye when looking to the right. 

When staring at the middle, the sclera is balanced between the left and right. 

Using this fact, the term Eye gaze ratio (Canu, 2019) is introduced, with the concept being to 

divide the eye into two sections and determine which of the two has a more visible sclera. 

 

Figure 6: Eye gaze ratio 

                                                

In that scenario, the sclera is more visible on the right side, indicating that the eye is looking 

to the left, and the sclera is more visible on the left side, indicating that the eye is looking to 

the right. To compute the gaze ratio, after locating the eye in a given image, the image is 

converted to grayscale, and the white and black pixels in the image can be counted by 

defining a threshold (Canu, 2019). 

           gaze_ratio = left_side_white / right_side_white 

 

2.7 IMAGE CLASSIFICATION 

 
Image classification is the process through which a computer analyzes the properties of an 

image and determines which class it belongs to. This class is commonly known as the label. 

Image classification calculates the probability of being related to a particular class.  The 

generic classification methods are classified into two types: supervised classification and 

unsupervised classification. (Gavali and Banu, 2019).  

In this research, the researcher is mainly focused on the supervised classification where the 

user defines a training set that contains homogeneous items based on prior knowledge, and 

then once an item is given the classification model determines the best-fitted class for the 

given item.  
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Convolutional neural networks, or CNNs, are frequently used in image classification with 

machine learning. (‘what is image classification in deep learning?’, 2021).  All neural 

networks, in general, are made up of three layers: an input layer, hidden layers, and an output 

layer. There are various varieties of neural networks, with the convolutional neural network 

standing out due to its hidden layer. Convolution neural networks consist of hidden layers 

such as  

• Convolutional layers - Convolutional layers are used to identify and extract 

information from images. 

• Pooling layers – Using pooling, objects can be detected regardless of where they are 

in the image. 

• ReLU layers - ReLU layers enable the computer to process more complex, non-linear 

data images. 

• Fully connected layers - This is where the convolutional neural network's retrieved 

features are merged. (O’Shea and Nash, 2015) 

 

In practice, CNNs are best used for facial recognition, handwriting recognition, and image 

classification (Li et al., 2021).  
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CHAPTER 3 

3 METHODOLOGY 

The researcher will address the research methodology in this section, which discusses the 

nature of this study, research methods, data gathering procedure, experiments, and prototype 

architecture used in this study.   

3.1 EXPERIMENTAL DATA SET 

To understand the trust parameters researcher has conducted several experiments based on a 

private secondary dataset. The dataset contains 39,168 images of students, which were 

captured during moodle proctored examinations. All the images are randomized and 

anonymized by masking the student identity information.  

3.2 EXPERIMENTS  

3.2.1 EXPERIMENT 01 – FACE DETECTION  

Background 

The purpose of this experiment is to detect human faces in the image. The availability of the 

examinee in the camera frame is a critical aspect of the trust evaluation process in an 

automated protected e-assessment. If the examiner is unavailable in the given image frame it 

gives us an indication that there is a violation of trust trough out the given period. This might 

be a deliberate action by the examinee or might be due to a technical issue as well.  

Problem 

The problem of this experiment is, how we can identify whether the examinee available in the 

image captured in the automated proctored e-assessment.  

Experimentation Hypothesis 

Implemented OpenCV-based image detection program (See Appendix B: OpenCV Based 

Face Detection) will be able to give high accuracy in detecting faces in the given image.  

Experiment Design 

To conduct this experiment researcher has implemented OpenCV based python program to 

filter the images with faces in the data set.  The program has used the pre-trained Haar 

cascade models to detect faces and eyes in an image (‘OpenCV’, 2022).  Also, the program 
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was executed with different scaleFactor (settings indicating the amount by which the image 

size is reduced at each image scale) to optimize the output.  

Results and Observations 

The following results have been obtained from the python filtering program with 

scaleFactor=2 

01 Number of images where the program can detect a face in the image using the 

used classifier - 19, 633 images (50.12 %) 

02. Number of images where the program cannot detect a face in the image using the 

used classifier - 19, 535 images (49.87 %) 

Flowing results have been obtained from the python filtering program with scaleFactor= 1.05 

01. Number images where the program can detect a face in the image using the used 

classifier -26, 566 images (67.82 %) 

02. Number of images where the program cannot detect a face in the image using the 

used classifier - 12, 602 images (32.17 %) 

By setting the scaleFactor= 1.05 researcher was able to gain the maximum throughput of this 

program.  

When analyzing the identified images qualitatively, the researcher has observed that even 

though there is a face in the image, the program was unable to identify the face in the image, 

due to the following reasons  

• Dark background 

Figure 7: Experiment 01: Dark Background 
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• Images containing half of the face  

Figure 8: Experiment 01: Images containing half of the face 

 

  

 

• Images containing a side view of the face 

Figure 9: Experiment 01: Images containing a side view of the face 

        

Conclusion  

With this experiment, the researcher has concluded that with OpenCV-based face detection 

approach best works with a scale Factor= 1.05.  
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In a protected e-assessment the correct placement of the camera and the background selection 

is a key responsibility of the examinee, and therefore images with dark backgrounds, and half-

face images are generated due to a lack of attention to details by the examinee.  This might 

happen accidentally as well as deliberately. Therefore, they can be considered trust-breaching 

parameters during a proctored e-assessment.  

However, the side face images are acceptable, and since the program was unable to identify 

them, the researcher needs to find a mechanism to detect them with a different filter approach.  

 

3.2.2 EXPERIMENT 02 – MULTIPLE FACE DETECTION 01 

Background 

The purpose of this experiment is to detect multiple human faces in the given image. In an 

protected e-assessment multiple faces in the image indicate a breach of trust in the assessment 

process. Therefore, the detection of multiple faces in the given image is important to 

implement a reliable e-assessment process.  

Problem 

The problem of this experiment is, how we can identify multiple faces available in the image 

captured during the automated proctored e-assessment.  

Experimentation Hypothesis 

Implemented OpenCV-based multiple-face image filter (See Appendix B: OpenCV Based 

Multiple Face Detection) will be able to give high accuracy in detecting multiple faces in the 

given image.  

Experiment Design 

To conduct this experiment researcher has implemented OpenCV based python program to 

filter the images with multiple faces in the data set. During the previous experiment, the 

filtered dataset containing the faces was used as the input dataset for this experiment. This 

program has also used the pre-trained Haar cascade models to detect faces and eyes in an 

image (‘OpenCV’, 2022) 
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Results and Observations 

Out of 26, 566 images (filtered by the previous experiment) containing faces, the program 

was able to label 792 images as suspected images that contain multiple faces. However, the 

following points has observer when the researcher went through these images manually 

• Only one image contained real two faces 

• 15 images with ID card photos and the student's face (Logically two faces in the 

image) 

• Apart from that, all the others were wrong predictions 

Also, the researcher has observed that the background and dress matter for this identification. 

As an example, if the background or dress contains face-like objects then the program model 

will predict them as faces.  

following are some of the images captured through the experiment 

Figure 10: Images with a face like objects in the background/ dress 
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Figure 11: Images with an Identity card 

 

Figure 12: Correctly predicted Image 

 

Conclusion  

The reason for the high error rate in this experiment is the used OpenCV face detection model 

is based on Haar Wavelets or Haar Features (Adakane, 2019) as explained in the literature 

review. If the model finds a harr feature in the given image it classifies it as a face and it will 

lead to a wrong prediction. As a result of the high error rate, the researcher has decided that 

the chosen OpenCV multi-face detection model is unsuitable for this study. 
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3.2.3 EXPERIMENT 03 – MULTIPLE FACE DETECTION 02 

Background 

The purpose of this experiment is to detect multiple human faces in the given image. In an 

automated protected e-assessment multiple faces in the image indicate a breach of trust in the 

assessment process with higher accuracy than the OpenCV-based approach.  

Problem 

The problem of this experiment is, how we can identify multiple faces available in the image 

captured during the automated proctored e-assessment with higher accuracy than OpenCV 

based approach.  

Experimentation Hypothesis 

Implemented mediaPipe-based multiple-face image filters will be able to give high accuracy 

in detecting multiple faces in the given image.  

Experiment Design 

To conduct this experiment researcher has implemented a media pipe-based python program 

(See Appendix B: MediaPipe Based Multiple Face Detection) to filter the images with 

multiple faces in the data set. During the first experiment, the filtered dataset containing the 

faces was used as the input dataset for this experiment. 

Results and Observations 

following results have been obtained from the media pipe-based python filtering program 

with the data set of 26, 566 images.  

01. Number of images where the program can detect a single face in the image - 25, 

127 images (94.58 %) 

02. Number of images where the program cannot detect a face in the image using the 

used classifier – 1 415 images (5.32 %) 

03. Number of images where the program can detect multiple faces in the image 

using the used classifier - 01 image 
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03. Number of images where the program incorrectly detects multiple faces in the 

image using the used classifier - 23 image 

Following are some of the images captured through the experiment 

Figure 13 Correct prediction even with face-like background 

 

 

 

 

 

 

Figure 14: Unable to identify a face or multiple faces 
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Figure 15: Incorrect prediction with multiple faces including identity images 

 

Figure 16: Correct prediction even with the side of the face 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

30 

 

Conclusion  

Compared to the resulting gain through the OpenCV-based face detection program, the 

media-pipe-based python program was able to gain a low error rate in face prediction. This is 

due to the performance efficiency of the BlazeFace algorithm (Bazarevsky et al., 2019) used 

in the media pipe model implementation. Therefore, the researcher decided to implement the 

single and multiple face detection filters with media-pipe-based implementation. One of the 

advantages of this implementation was it was able to detect the faces with the side view of the 

face as well. Also, it is observed that if this model is unable to detect the face, which 

emphasizes that there is a serious issue with background and lighting which is a clear 

indication of a violation of trust with the examination proctoring setup.  

 

3.2.4 EXPERIMENT 04 – ML APPROACH TO DETECT ACCEPTED AND 

UNACCEPTED IMAGES 

Background 

Image classification is one approach that can be used to distinguish whether the given image 

is accepted or not in a proctoring e-assessment. With the previous experiments, the researcher 

was able to manually identify a good set of acceptable and unacceptable images from the 

initial dataset (39,168 images). The goal of this experiment is to investigate the potential use 

of Convolutional Neural Network-based image classification in the context of proctored e-

assessment. 

 

Problem 

The problem of this experiment is, how we can identify a captured image during a proctored 

e-assessment is acceptable or not using CNN-based image classification.  

Experimentation Hypothesis 

Implemented CNN-based image classifier (See Appendix B: ML Image Classifier) will be 

able to give high accuracy in detecting unaccepted images in the given data set.  

Experiment Design 

To conduct this experiment researcher has used the filtered data set from the previous 

experiment. The researcher has built the following experimental data set manually to 

experiment.  
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01. Training acceptable images 

This contains 376 images labeled as ‘accepted’. These images contain images with acceptable 

poses, clear backgrounds, and only one face available in the given image frame.  

02. Testing acceptable images 

This contains 151 images labeled as ‘accepted’. These images contain images with acceptable 

poses, clear backgrounds, and only one face available in the given image frame.  

03. Training unacceptable images  

This contains 376 images labeled as ‘rejected. These images contain images with 

unacceptable poses, dark backgrounds, images with half of the faces or side of the face visible 

in the frame,  and multiple faces available in the given image frame.  

04. Testing unacceptable images 

This contains 151 images labeled as ‘rejected. These images contain images with 

unacceptable poses, dark backgrounds, images with half of the faces or side of the face visible 

in the frame,  and multiple faces available in the given image frame.  

The researcher created a Python-based image classification tool that uses a simple CNN 

model with three Convolutional layers and a max-pooling layer. To avoid overfitting, a 

dropout layer is inserted after the third max pool operation. Due to the extremely low learning 

rate that was chosen, a reduced learning rate of 0.000001 was also used, and 500 epochs were 

used to train the model. 

Results and Observations 

Following is the result obtained from the experiment related to training and validation 

accuracy and training and validation loss. The researcher was able to gain 0.78 accuracies in 

this experiment.  

 

Figure 17: Training & Validation Accuracy  
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Figure 18: Training & Validation Accuracy Graph 

 

 

 

 

 

 

Figure 19: Training & Validation Loss Graph 

 

 

 

 

 

 

 

Conclusion  

This model achieved good accuracy with the testing data set. Because of the trained model's 

mobility and ease of integration with other applications, the researcher chose to employ this 

trained ML model to filter suspicious images. 

3.2.5 EXPERIMENT 05 – EYE GAZE DETECTION 

Background 

During the online proctored e-assessments, if a laptop webcam is used the front face of the 

examinee should be visible to the image frame. If the examinee looks away continuously or 

intentionally it will become a breach of trust or suspicious activity. Therefore, there should be 
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a mechanism to track this behavior of the examinee though out the online e-assessment 

process.  

Problem 

The problem of this experiment is, how we can detect suspicious gazes with high accuracy.  

Experimentation Hypothesis 

Implemented python-based eye gaze detecter (See Appendix B: Eye Gaze Detection) will be 

able to give high accuracy in detecting suspicious eye gazes 

Experiment Design 

To conduct this experiment researcher has implemented an OpenCV(‘OpenCV’, 2022) and 

Dlib(‘Dlib’, 2022) based python program to detect the examinee's gaze. Eye gaze is 

calculated based on the gaze ratio (Canu, 2019) of human eyes.  

Results and Observations 

As in the following images, the program was able to detect the gaze of the human eye. 

However, it is observed that the program is not detecting all the pauses correctly.  

Figure 20: Gaze Detection  

 

 



 

 

 

34 

 

Conclusion  

When analyzing the observation researcher noticed that the default gaze ratio varies because 

of the shape of the eye. Therefore, the person's default gaze ratios should be calculated in 

advance to obtain more accurate results during the detection period. Also, it is difficult to 

detect the gaze using this method if a person has eye orientation issues or is wearing 

eyeglasses. Due to these drawbacks, the researcher decided not to use this approach in the 

study. 

 

3.2.6 EXPERIMENT 06 –IDENTITY DETECTION 

Background 

It's possible that someone else will perform the exam in place of the examinee during the 

online proctored e-assessments, or that they will swap places at some point. Another trust 

parameter required to evaluate this study is determining the examinee's identity. 

Problem 

The problem of this experiment is, how we can detect the examinee’s identity during the e-

assessment.  

Experimentation Hypothesis 

Implemented python-based identity detector (See Appendix B: Identity Detection) will be 

able to give high accuracy in detecting the examinee’s identity 

Experiment Design 

To conduct this experiment researcher has implemented a python based program for identity 

verification. The Implemented program was executed in two stages such as training and 

validating. An exportable facial encoding model will be developed specifically for the 

examinee once a series of facial images are acquired using the program during the training 

stage. Then, a series of webcam images will be taken during the testing stage and they will be 

compared with the created facial model to determine the identity of the examinee. And if it 

detects any identity mismatch it will log the details.  
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Results and Observations 

Training input for encoding model 

Figure 21: Experiment 06; Training input for encoding model 

 

Random images for recognition 

Figure 22: Experiment 06; Random images for recognition 

 

Recognition output 

Figure 23: Experiment 06; Recognition output 
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the implemented program was able to detect the identity of the examinee in real-time. 

However, it is observed that some of the partial face images will not get detected in this 

program.  

Conclusion  

The identity of the examinee can be quickly and accurately determined using this application. 

As a result, the researcher decided to incorporate this python-based facial recognition filter 

into to final tooling implementation. 

 

3.2.7 EXPERIMENT 07 – ACTIVITY DETECTION 

Background 

During the online proctored e-assessments, the examinee might open unauthorized materials 

and cheat during the examination process. Detecting whether the examinee is accessing 

unauthorized materials is another trust parameter that is needed to assess this study.  

Problem 

The problem of this experiment is, how we can detect unauthorized material access with high 

accuracy.  

Experimentation Hypothesis 

Implemented .net-based activity tracker will be able to give high accuracy in detecting 

suspicious material access 

Experiment Design 

To conduct this experiment researcher has implemented a .net base program (See Appendix 

B: OS Activity Detection) to detect the windows file opening operations. The program tracks 

the directories which open in real-time and logs into a file with the access details. This 

program initially closes all open file handlers in the windows system and also asks students to 

close all the files as well. Once the monitoring stared it will log all the suspicious directory 

open operations in real time.  
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Results and Observations 

Figure 24: Experiment 07; Activity Detection Startup 

 

Figure 25: Experiment 07; Activity Detection Execution 

 

The implemented program was able to detect the open directories and access folders in real 

time. However, it is observed that some of the windows operating system files are by default, 

and they also get captured in this program.  

Conclusion  

This program is useful for capturing the open directories on the Windows operating system. 

However, since it captured the default folders they are logged as an initial dump. All the other 

directory file operations are considered suspicious activities. If the model detects suspicious 

directory open activity then we can assume it is a breach of trust. 
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3.3 DEFINED TRUSTWORTHINESS PARAMETERS FOR THE 

STUDY  

The researcher has defined the following trustworthiness parameters for this study based on 

the literature review and experiments. Based on the discrete image stream inputs and 

operating system events, these parameters were defined. These parameters will be used to 

evaluate the examiner's trustworthiness in the scope of this study. 

 

• Dark lightning condition 

During an e-assessment, it is required to have a clear image of the examinee in the captured 

image. It is the responsibility of the examinee to maintain an appropriate lightning condition 

during the e-assessment and if the program is undetectable in the captured image due to bad 

lighting conditions, it imposes a negative impact on the trustworthiness of the examinee.  

• Unaccepted backgrounds (The accepted background types have to be defined in the 

rule set) 

During an e-assessment, the examinee's room background has an impact on identifying the 

examinee in the captured image. The examinee has to adhere to the given rule set and if the 

examinee violates it by having an accepted background it has an impact on the examinee's 

trustworthiness.  

• Lack of face visibility in front of the webcam 

The examinee must be available in front of the webcam during the e-assessment period, and it 

is the examinee's responsibility to provide a clear face view to the webcam during the e-

assessment period. If the examinee is not there or has a partial facial image, the examinee's 

trustworthiness declines. 

• False identity of the examinee 

The identification of the examinee is very important during an e-assessment, and if the 

identity of the person who takes the assessment does not match the identity of the examinee, it 

has a significant impact on the examinee's trustworthiness. 

• Multiple people in the image  

Having multiple people around the e-assessment area is a direct violation of the examination 

code of conduct and if the captured image contains multiple faces it has a huge impact on the 

trustworthiness of the examinee.  
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• Suspicions file, directory opening  

During an assessment, it is not allowed to use unauthorized materials or unauthorized 

programs. Therefore, if the examinee attempts to perform such an activity it has an impact on 

the trustworthiness of the examinee.  

3.4 DATA COLLECTION  

 

To gather data to test and assess the efficacy of the suggested trust model, the researcher 

decided to conduct an informative simulated online exam. An online e-assessment comprised 

of several multiple-choice IQ questions was prepared by the researcher to be used for the e-

assessment.  During the e-assessment participants, some were asked to attend an IQ test as in 

real e-assessment and some of them were asked to purposefully imitate cheating and 

misbehavior.  The implemented tooling was executed in the background to collect data during 

the e-assessment and later a post-feedback questionnaire was given to participants to explain 

their cheating, and misconduct scenario.  

3.4.1 TOOLING AND EQUIPMENT 

 

The researcher developed two software tools to capture the examinee's behavior during an e-

assessment that focuses on the stated trustworthiness parameters as a result of the 

experiments. 

1. The python-based face analysis module 

The first tool (See Appendix B: Python-based Image analysis module) uses picture frame 

analysis to find suspicious actions. The tool can be used in training and testing modes. Before 

the e-assessment, the examinee's facial images are captured using a webcam, and a facial 

encoding model that is unique to the examinee is built. This model will be used during the 

running mode to perform examinee recognition.  

 

Figure 26: Python-Based Image Analysis Model Training 
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During the running mode, this program uses the web camera to collect a stream of continuous 

picture frames and then processes them using several trust parameters filters. There are three 

primary stages in the filtering mechanism: the ML Filtering layer, the Face Detection layer, 

and the Face Recognition layer. 

ML Filtering Layer  

As the output of experiment no 04, the researcher has created a convolutional neural network-

based model that can distinguish between acceptable proctoring images and unaccepted 

images taken during the e-assessment process using python. The model was trained with 

39,168 real proctoring images which were taken during the different moodle e-assessments. 

The training unaccepted images contained images such as  

• Images contained a part of the face  

• Images that do not contain any face  

• Images containing multiple faces 

• Image with unfocused faces  

• Images with faces that overexposed to light  

• Images with faces that underexposed to light  

• Images with unaccepted backgrounds 

 

And later this model was saved to be used in the developed tool. It is preferable to utilize a 

pre-trained model since it provides cutting-edge performance without needing GPUs to train 

the network. 

As the first layer of filtering, this module examines each captured image to determine if it 

should be approved or not. If it is approved the image will be passed through the rest of the 

filters and if it is unapproved it will be considered a suspicious image.  

Figure 27: Python-Based Image Analysis Model ML Filtering 
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Face and multi-face Detection layer 

The researcher has successfully constructed a face and multi-face detection layer utilizing a 

google media pipe-based methodology based on the findings and observations of experiments 

1, 2, and 3. This filter looks for faces in the picture that was recorded, and if it finds more than 

one face, it flags the image as suspicious. Only the approved photos from the first ML 

filtering layer are applied to this filtering.  The next filtering layer will only be reached if this 

layer finds a single face in the captured image. When many faces are found in a taken image, 

the image is flagged as suspicious. 

Figure 28: Python-Based Image Analysis Model Multiple Face Detection 

 

Facial recognition layer  

As per experiment 07, the researcher has implemented a facial recognition layer using python. 

The researcher has created another Python-based application to capture the face images and 

build the subject facial encoding model, which is necessary for facial recognition. This facial 

encoding model is maintained locally on the computer so that the face recognition layer can 

use it as a source of reference facial encoding. A captured image is flagged as suspicious if 

the face on it doesn't fit the facial encoding model. 

Figure 29: Python-Based Image Analysis Model Facial Recognition 
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2. The .net-based OS activity tracking module 

 

The implemented second tool (See Appendix B: .net based OS activity tracking module) uses 

windows operating system file handling analysis to find suspicious directory access and file 

open operation in real-time. Initially, the tool asks the examinee to close any open files and 

directories and it reset the windows operating system file explorer to make sure no file 

handlers are in place. After that, it starts keeping track of how the OS handles file operations, 

and if the examinee accesses a suspected directory, the event is immediately flagged in the log 

and a screenshot will be stored for future reference. 

It can be concluded that if there is a flagged item in the log it indicates that the examinee had 

attempted to perform misconduct. level of academic misconduct is proportional to the number 

of entries in the log during the given period.  

 

3.5 TRUST MODLE DESIGN 

Though out the e-assessment process each captured image will go through defined layers and 

the operating system file handling monitoring also will get captured as well.  At the end of the 

e-assessment, the log details will be passed through the analysis layer and it will generate the 

following metrics as the result.  

The following rates are calculated based on the ML filtering layer 

 

𝑨𝒄𝒄𝒆𝒑𝒕𝒆𝒅 𝑰𝒎𝒂𝒈𝒆 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

𝑹𝒆𝒋𝒆𝒄𝒕𝒆𝒅 𝑰𝒎𝒂𝒈𝒆 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑗𝑒𝑐𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑝𝑡𝑢𝑟𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

The following rates are calculated based on the Face and multi-face Detection layer 

𝑺𝒊𝒏𝒈𝒍𝒆 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
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𝑴𝒖𝒍𝒕𝒊𝒑𝒍𝒆 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

𝑬𝒎𝒑𝒕𝒚 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑚𝑝𝑡𝑦 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

The following rates are calculated based on the Facial recognition layer  

𝑻𝒓𝒖𝒆 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

𝑭𝒂𝒍𝒔𝒆 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

𝑬𝒓𝒓𝒐𝒓 𝑭𝒂𝒄𝒆 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆 =  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑒 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 
 

 

The following rates are calculated based on the OS activity monitoring layer 

𝑶𝑺 𝑨𝒄𝒕𝒊𝒗𝒊𝒕𝒚 𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑹𝒂𝒕𝒆

=  
∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑜𝑢𝑛𝑑𝑠 𝑜𝑝𝑒𝑛 𝑑𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠 𝑎𝑛𝑑 𝑓𝑖𝑙𝑒𝑠 𝑎𝑐𝑡𝑖𝑜𝑛 ℎ𝑎𝑠 𝑜𝑐𝑐𝑒𝑟𝑒𝑑

∑ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑟𝑜𝑢𝑛𝑑𝑠 𝑓𝑜𝑟 𝑜𝑝𝑒𝑛 𝑑𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠 𝑎𝑛𝑑 𝑓𝑖𝑙𝑒𝑠 𝑎𝑐𝑡𝑖𝑜𝑛 
 

 

From the academic perspective, any action or behavior which violates the e-assessment code 

of conduct considers an academic offense.  Therefore any value greater than zero for Multiple 

Face Detection Rate(MFDR), False Face Detection Rate(FFDR), and OS Activity Detection 

Rate(OADR) can be considered a direct violation of the examinee's trust.  
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The examinee's trust is affected by the Rejected Image Rate (RIR) and Empty Face Detection 

Rate (RFDR), but their weight in this regard is less than the MFDR, FFDR, and OADR since 

it may be impacted by the examination environment factors including poor lighting and 

background objects and not having a person in front of the webcam. 

Empty Face Detection Rate(EFDR) also should be considered though because it is capable of 

capturing empty faces which are not captured through the ML  filtering layer.  

Error Face Detection Rate(ErFDR) also should be considered though it does not generate 

much impact on the overall trust because this can happen due to tooling detection errors.  

Based on experiment observations and expert opinion researcher came up with a flowing 

novel Trust Index Model to present trustworthiness as a single unit of measurement by 

combining the selected multiple parameters.  

The weight of each trust parameter corresponding to each filter was determined qualitatively 

based on the expert opinion and the affecting rules and regulations of the e-assessment 

process.  The following diagram illustrates the high-level design of the Trust Model.  

The proposed novel Trust Index is based on a scale from 0 to 100 points, with weights 

assigned to each of the chosen parameters. 

 

Parameter Wight  Reason for selecting the wight 

Multiple Face Detection 

Rate(MFDR) 

 25 Direct violation of serious academic misconduct  

False Face Detection Rate(FFDR) 25 Direct violation of serious academic misconduct 

OS Activity Detection 

Rate(OADR) 

25 Direct violation of serious academic misconduct 

Rejected Image Rate (RIR) 10 Not direct academic misconduct. This happens because the 

captured image is not matched with the developed ML mode 

and this model was able to predict unaccepted images with an 

accuracy of  78% with the used training data set.  

Empty Face Detection Rate 

(EFDR) 

5 It is expected to the user to sit in front of the webcam 

properly.  But this is not serious academic misconduct.  

Error Face Detection Rate(ErFDR) 5 This might be due to tooling detection errors.  
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The trust index can be determined using the following equation based on the weights already 

defined. 

 

𝑻𝒓𝒖𝒔𝒕 𝑰𝒏𝒅𝒆𝒙 = 100 −  ((𝑀𝐹𝐷𝑅 ∗ 25) + (𝐹𝐹𝐷𝑅 ∗ 25) + (𝑂𝐴𝐷𝑅 ∗ 25) + (𝑅𝐼𝑅 ∗ 10)

+ (𝐸𝑟𝐹𝐷𝑅 ∗ 5) + (𝐸𝐹𝐷𝑅 ∗ 5)) 

 

Figure 30: Trust Model Design  
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3.6 MOCK E-ASSESSMENT - IQ TEST  
 

To simulate the assessment researcher created a mock e-asset based on 15 multiple-choice IQ 

questions (See Appendix A: IQ Test) and examinees were asked to complete it within 15 

minutes time duration. Before starting the test, a student facial encoding model was generated 

using the implemented python based tool. The student was asked to run both a python-based 

program and a .net-based program in the background and continue with e-assessment. Once 

they are done with the e-assessment they were asked to exit both programs.  

 

3.7 PARTICIPANTS 
 

During the data-collecting phase of this study, information from fifteen individuals was 

gathered. All of them participated in this study as volunteers. This research included males 

and females between the ages of 20 and 35. The researcher has requested participants to 

complete a volunteer sign-up form that contains the description of the study and the objective 

of collecting the data since this study involves face data. Before the e-assessment, instructions 

were provided on how to set up the camera, and how to execute the implemented tooling 

before starting the e-assessment. 

 

3.8 DATA COLLECTION PROCEDURE  
 

Following suspicious scenarios were identified and different participants were asked to 

simulate each of these scenarios. Since the e-assessment duration was 15 minutes researcher 

asked all the participants not to engage in any suspicious activity during the first 5 minutes 

and then to perform their simulated scenarios.  The flowing table shows the simulation 

scenarios used for the data collection procedure 
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Table caption: E-assessment Simulation Scenarios 

 

 

According to this matrix subjects, 1,2, and 3 ask to perform the e-assessment genuinely 

without performing any malpractices.  

To test the effects of parameter 01, which had been picked up by the tooling's ML filtering 

layer, subjects 4 and 5 were instructed to adjust the surrounding lighting. Even though this 

machine learning filtering layer may identify a variety of background situations dependent on 

the model that was used, the researcher chose to validate the lightning aspect in this study. 

Trust 

Parameter 

# 

Activity 

Type 

Sub 

#1 

Sub 

#2 

Sub 

#3 

Sub 

#4 

Sub 

#5 

Sub 

#6 

Sub 

#7 

Sub 

#8 

Sub 

#9 

Sub 

#10 

Sub 

#11 

Sub 

#12 

Sub 

#13 

Parameter 

#1 

Proper 

background 

10 

min 

10 

min 

10 

min 

5 

min 

2 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

Dark/ Light 

background 

   3 

min 

8 

min 

        

No person 

infront of 

web cam 

     3 

min 

8 

min 

      

               

Parameter 

#2 

Multiple 

people in 

front of the 

webcam 

       3 

min 

8 

min 

    

A single 

person in 

front of the 

webcam 

10 

min 

10 

min 

10 

min 

10 

min 

 5 

min 

2 

min 

5 

min 

2 

min 

10 

min 

10 

min 

10 

min 

10 

min 

               

Parameter 

#3 

Real subject 

in front of 

the webcam 

10 

min 

10 

min 

10 

min 

10 

min 

 10 

min 

10 

min 

10 

min 

10 

min 

5 

min 

2 

min 

10 

min 

10 

min 

Fake subject 

in front of 

the webcam 

         3 

min 

8 

min 

  

               

Parameter 

#4 

Accessing 

unauthorized 

materials 

           3 

min 

8 

min 

Not 

accessing 

unauthorized 

materials 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

10 

min 

5 

min 

2 

min 
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Subjects 6 and 7 simulated the effects of parameter 02 which is a single and multiple face 

detection filters, with no face in front of the cam scenario, and subjects 8 and 9 simulated the 

multiple faces in front of the cam scenario. 

The impacts of parameter 03, which is obtained from the tool's facial recognition layer, were 

asked to be simulated by subjects 11 and 12. 

Subjects 12 and 13 were asked to simulate parameter 4 which is unauthorized access to the os 

file operations which is captured from the implemented .net-based application.  

Finally, subjects 14 and 15 were asked to randomly perform any suspicious activities during 

that time and the results were recorded for analysis.  
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 CHAPTER 4  

4 EVALUATION 

This chapter evaluates the suggested trust model's ability to detect academic dishonesty using 

selected trust parameters. Multiple Face Detection Rate (MFDR), False Face Detection Rate 

(FFDR), OS Activity Detection Rate (OADR), Rejected Image Rate (RIR), Rejected Image 

Rate (RIR), Empty Face Detection Rate (EFDR), Error Face Detection Rate(EFDR) and Trust 

Index was calculated and the results were qualitatively evaluated with the simulated scenario. 

4.1 EVALUATION RESULTS  

Following is the information captured by executing the analysis layer of the implemented 

tool. Then the proposed trust index was calculated for each participant based on the data 

received from the simulated e-assessment scenarios. 

 

4.2 ANALYSIS  
 

In this study, there were 15 participants, and although 13 of them engaged in simulated e-

assessment situations involving various parameters, two of them (Subject IDs 14 and 15) were 

randomly assigned to engage in academic misconduct during the e-assessment. 

Table Caption:  Evaluation Results 
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4.2.1 Simulation Scenario 01 - Subject ID 1,2 and 3 

Subject IDs 1, 2, and 3 were instructed to complete the online assessment truthfully without 

engaging in any type of academic dishonesty. They earned scores of 100, 99.73, and 99.3 on 

the Trust Index, respectively. Subject IDs 2 and 3 showed error detection and false face 

detection rates, which are regarded to represent the tooling's error outputs. Some of the 

erroneous picture instances that were recorded throughout the test are included below. 

Figure 31: Error Face Detections 

 

 

 

 

 

 

This shows that the facial recognition layer expects the full face image and therefore it is 

expected to discourage maintaining different facial poses during the e-assessment to gain the 

best results. The selection of a low weight for the Error Face detection rate parameter is 

justifiable because this kind of caption cannot be viewed as academic dishonesty. 

4.2.2 Simulation Scenario 02 - Subject ID 4 and 5  

Subject IDs 4 and 5 were asked to simulate the dark background scenarios. Subject ID 4 was 

in the dark background for 3 minutes and it received a Rejected Image Rate of 0.06 and 

Subject ID 4 was in a dark background for 8 minutes and gave a Rejected Image Rate of 0.13 

respectively. The generated trust index for Subject ID 4 was 99.35 and for Subject ID 5 it was 

98.41.  

There is a drawback with this rejected image listing, though, in that we cannot say with 

certainty that this image was disqualified for having a dark background in actual, practical e-

assessment scenarios. This is because the filtering is done through an ML filtering layer based 

on a built-in ML model, and this ML model did not train exclusively using images with dark 

backgrounds. 
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 Additionally, the reduction of the Trust Index value with the Increase of the Reject image rate 

happened due to the increased dark background time showing the possibility of quantitatively 

measuring the trust parameter. 

 

4.2.3 Simulation Scenario 03 - Subject ID 6 and 7  

Subject IDs 6 and 7 asked to simulate the No person in front of the webcam scenario. Subject 

ID 6 was asked to leave the chair for 3 minutes and Subject ID 7 was asked to leave the chair 

for 8 minutes respectively. Since this is also expected to be captured as part of parameter 01 

during the ML filtering layer, we can observe an increase in the Reject Image Rate in both 

scenarios, and it is directly proportional to the amount of time spent leaving the chair. 

Additionally, it is shown that the events like getting up from the chair are also captured in the 

frames that follow. 

Figure 32: Leaving the chair 

 

 

 

 

However, we have the same drawback we had on the dark background scenario is also present 

in this case, because we can not exactly say that the Reject Image rate is increased due to the 

no face scenario since it used the ML filtering layer for this validation as well. Based on this 

fact, it is plausible to infer that having many layers trained separately for different attributes 

will improve the trust index's accuracy. 

In this simulation subject ID 6 gained a Trust Index value of 92.96 and Subject ID 7 gained a 

Trust Index of 90.94 respectively. Although Trust Parameter 1 weighs 10, the final trust index 

value has changed significantly as a result of the scenario, showing that even though the 

supplied weight is relatively low, it can have a big impact on the trust value. 
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4.2.4 Simulation Scenario 04 - Subject ID 8 and 9  

In this simulated e-assessment, Subjects ID 8 and 9 were asked to simulate the multiple 

people in front of the webcam scenario.  This simulation's parameter 2, which relates to 

multiple face detection, weighs 25 because it can be considered serious academic dishonesty. 

Subject Id 8 was asked to get help from a second person during the e-assessment for 3 

minutes and Subject ID 9 for 8 minutes respectively. Following are some of the frames 

captured during the monitoring process as proofs.  

Figure 33: Multiface Detections 

  

 

 

 

When receiving 3-minute help throughout the entire 15-minute e-assessment length during 

this simulation, Subject ID 8 decreased its Trust Index to 90.86. The Subject ID also 

decreased its Trust index to 79.16 after obtaining an 8-minute support session for a 15-minute 

e-assessment. Therefore as in this simulation, with the given weight of 25, it is possible to 

expect a drastic reduction in the Trust Index in multiple faces in front of a webcam and it is 

useful for detecting this serious academic misconduct in large-scale examination by 

evaluating the Trust Index value of each participant.  

However, The researcher has observed a False face detection in this simulation in both 

Subjects. The following image was captured during false face detection.  

Figure 34; Second person behind the examinee 
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In this scenario, the second person is behind the examinee and the multi-face detection layer 

was not able to capture it. But the false face detection layer was able to capture it and the false 

face detection rate was 0.00.  but still, it is a false detection it had an impact on the overall 

trust value. This is an advantage of having multiple parameter layers in the program.  

Additionally, it can be seen from the simulation results that the Trust index decline is 

proportional to the length of academic misbehavior. 

 

4.2.5 Simulation Scenario 05 - Subject ID 10 and 11  

In this Simulated e-assessment Subject IDs 10 and 11 were asked to perform the False face 

scenario which was captured from parameter 3 related to the face recognition layer in the 

tooling. Subject ID 10 was asked to switch places with a different person for 3 minutes and 

subject id 11 was asked to switch places with a different person for 8 minutes.  During this 

study Subject ID, 10 gained a Trust Index of 95.93, and Subject ID 11 gained a Trust Index of 

91.24.  The result shows that the False Face detection rate is proportional to the cheating time 

duration. The researcher has also observed that in one instance that the real face was detected 

as a face in the following frame.  

Figure 35: Detecting a real face as a false face 

 

 

 

 

This happens because the captured image didn’t have any facial encoding match with the 

training image set taken properly to the e-assessment. This is a false positive instance and this 

happened only once during the simulation. However, this can be reduced by increasing the 

number of frames taken during the training phase by increasing the number of facial 

encodings. 

During this Simulation researcher also observed that there is an Error Face detection rate in 

the simulation. This happened due to the tooling comparison errors and we have given a 

weight of 5 to Error face detections in the Trust Index equation. However, the researcher 
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discovered certain image frames that fall into the false face image category when 

the researcher examined the image frames connected to tooling defects. The trust index may 

have fallen even lower if those images had been classified as false face images with the 

weight provided to the false face image rate, which is 25. 

The Trust index for Subject ID 10 was dropped from 4.06 even with a 15-minute e-

assessment while running a 3-minute cheating simulation, it was noted. Having such a large 

difference will be beneficial during mass assessments since examiners will be able to identify 

individuals who have engaged in questionable behavior by looking at the Trust Index. 

 

4.2.6 Simulation Scenario 06 - Subject ID 12 and 13  

During this simulation Subject IDs, 12 and 13 were asked to simulate the unauthorized 

material access scenario which is related to trust parameter 04.  Subject ID 12 was asked to 

access the unauthorized directory for 3 minutes and Subject ID 13 for 8 minutes. Subject ID 

12 gained a Trust Index of 97.52 with an OS Activity Detection rate of 0.092  and Subject ID 

13 gained a Trust Index of 92.04 respectively with an OS Activity Detection rate of 0.30. We 

can detect a decline in the Trust Index as a result of unauthorized material access as parameter 

4 has been given a weight of 25 due to the seriousness of the academic misconduct. 

Additionally, it has been noted that the OS Activity detection rate correlates with the amount 

of time the misconduct has been committed. 

 

4.2.7 Simulation Scenario 08 - Subject ID 14 and 15 

Irrespective of the Simulated Scenarios Subject IDs 14 and 15 were asked to perform random 

misconduct scenarios. Subject ID 14 engaged in academic misconduct during this random 

experiment by taking breaks during the e-assessment, asking for assistance, and visiting 

illegal directories on the computer. At the end of the e-assessment Subject ID, 14 gained a 

Trust Index value of 64.87. According to the findings, the Multiple Face Detection rate and 

OS activity detection, which we regard to be serious academic misconduct, made the highest 

contributions to this reduction. Subject Id 15, using the same random situation, decrease its 

Trust Index to 71.28, with the primary factors being the False Face detection rate and OS 

activity detection, which were brought on by behaviors like asking someone else for help and 

accessing prohibited resources. The decrease in the Trust Index is visible in the finished 

product because they are generally regarded as major academic misconduct. 
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4.2.8 Overall Simulation Analysis  

In this simulated e-assessment, during the first 5 minutes, all the participants were asked to 

genuinely attend the e-assessment and then perform the cheating scenario. Therefore this 

result contains both positive and negative behavior during the easement.  

Subject IDs 1, 2, and 3 completed the online evaluation without engaging in any improper 

behavior, earning an average Trust Index of 99.67. This indicates that the errors in the 

monitoring tooling that was built caused a drop in the Trust Index of 0.32 on average. It is 

therefore possible to conclude from this data that the tooling error rate is ± 0.32 with this data 

set. However, it is possible to increase the accuracy of this value by collecting more data from 

users. Therefore, based on this simulation, it is possible to conclude that the examinee has 

made an effort to take the online assessment professionally if the Trust Index is higher than 

99.67. 

As previously stated, the ML filtering layer just records changes in the environment 

throughout the e-assessment and does not detect any major misconduct. As in the simulation 

result Subject ID, 4 and 5 simulated this scenario, and according to the given weight value, 

the minimum value that can be taken for Trust Index is 90 and this means that for the entire 

duration of the e-assessment the subject is either not in front of the webcam or the background 

setup is not feasible for an e-assessment. But the likelihood of happening this scenario is low. 

On the other hand, if the Trust Index is between 90 and 99.67, we can infer that academic 

dishonesty has occurred. 

As in the Simulation results, if it is less than 90, the examinee has engaged in serious 

academic dishonesty. Examiners can determine the specific type of academic dishonesty by 

further examining the Rejected Image Rate, Multiple Face Detection Rate, False Face 

Detection Rate, Os Activity Detection Rates, and Error Face Detection Rates. 

Through the use of this model and various threshold values, the examiners will be able to 

identify those who engaged in examination misconduct during the mass e-examination. 
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4.3 CONSTRAINTS 
 

To operate implemented tooling, at least two 2.20GHz processors and 8 GB of RAM are 

required and this tooling only supports Windows Operating systems. On the PC, Python 

version 3.8 or higher must be installed, and.net version 4.2 is the bare minimum needed. 

Due to the constrained timeline and available resources, the simulated E-assessment was 

performed with 15 participants. However, it is possible to obtain more accurate results by 

increasing the number of participants in this study. 
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CHAPTER 5 

5 CONCLUSION AND FUTURE WORK 
 

5.1 CONCLUSION 
 

As a result of the digital transformation, e-learning systems gradually replaced traditional 

educational systems, and e-assessment has also evolved into a crucial component of it. To 

attain high academic integrity, it is crucial to maintain the examinee's trustworthiness during 

the e-assessment setting. There are different behavioral and biometric parameters available to 

detect the examinee's trustworthiness during proctored e-assessments. The evaluation of 

trustworthiness by combining multiple parameters, however, has only been the subject of a 

small number of studies in the e-assessment domain.  

In a summary, in this study, the researcher has proposed a Trust Index model to quantitatively 

evaluate the trustworthiness of the examinee during e-assessment with a selected set of 

trustworthiness parameters. The researcher has experimented with multiple parameters and 

has determined the optimal parameters that can be used with the least amount of computer 

power. Also, the researcher has built a set of tools for capturing academic misconduct by 

using the selected parameters. The Implemented tooling had 4 different filtering layers. The 

first layer is based on the Machine Learning model built by the researcher by using 39,168 

images which is capable of filtering accepted proctoring images captured through the 

webcam. The second layer is capable of identifying multiple user presence during the 

assessment. The researcher has built a mechanism to create a facial encoding model before the 

e-assessment that can be utilized for validation in the filtering process, and the third layer is 

capable of authenticating the examinee's identification throughout the e-assessment using this 

encoding model. The fourth layer is capable of identifying unauthorized files and directory 

access during the assessment. Then an analysis was performed using collected data to 

generate the trust index according to the proposed model. Finally, a simulated e-assessment 

with multiple cheating scenarios was undertaken and the results were assessed to assess the 

validity of the suggested Trust Index model.   

The initial goal of this study was to develop a multiparameter-based model to measure 

examinee trustworthiness in the context of an online e-assessment. The researcher used two 

input streams to implement this multiparameter model: a discrete image stream and an 

operating system event. The researcher was able to implement the model using these two 
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inputs by identifying the possible trustworthiness parameters which can be derived from them. 

However, due to time constraints, other alternative inputs, such as voice steam and video 

streams, which can be acquired during the e-assistant in a noninvasive manner, were not 

addressed in this work. Using such input streams, the researcher may have been able to derive 

more trustworthiness parameters, increasing the model's accuracy. 

Though the researcher conducted experiments in this study to establish a trustworthiness 

measure related to eye gaze detection, it was not included in the final mode construction due 

to its subjective nature. According to the experiment, a researcher determined that initial 

calibration is required to perform eye gaze detection and therefore separate data collection 

related to eye gaze movements is required. Due to the time constraints of this study, the 

researcher did not incorporate that parameter into the final model. However, future work 

including this trustworthiness component in the model will boost the model's accuracy. 

Due to time constraints, the researcher assigned different weight values to different 

trustworthiness parameters during model construction. This was done using the subjective 

opinion of fewer subject matter experts based on the level of academic dishonesty captured 

through the trustworthiness parameter. As an improvement, these weight values can be 

derived by polling numerous parties, including students and subject matter experts. 

The proposed model was evaluated using a simulated e-assessment with 15 participants. In 

general, the simulated e-assessment outcome does not reflect the genuine e-assessment 

conditions. As an improvement, it is beneficial to conduct a model evaluation with an actual 

e-assessment with a larger number of participants, which will increase the model's reliability. 

 

5.2 FUTURE WORK 
 

Since there aren't many studies undertaken in this area, this study will pave the way for a 

quantitative assessment of the examinee's trustworthiness in the e-assessment process.   

One of the major improvements that can be done in this study is to improve the ML filtering 

layer to detect multiple attributes separately. The ML filtering layer can presently identify 

situations like dark or light backdrops, no one in front of the webcam, and hazy backgrounds. 

This happened because the training dataset contains all these attributes. However, it is 

possible to construct many ML layers with datasets tailored to each feature, and doing so will 

improve the Trust Index's accuracy. 
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At the movement, the captured data analysis and trust index generation both take place after 

the e-assessment. To conduct a mass e-assessment, it might be possible to do this in real-time 

during the e- assessment by sending those details to proctors in real-time. 

Even though this model was tested on 15 participants, it is possible to increase accuracy by 

adding more participants and simulating test scenarios as possible future work.   

Support for more operating systems and a range of devices, including mobile phones and 

tablets, would be another future task. 
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