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ABSTRACT 

 

 
In the face of huge competition among business organizations and with the modern 

economy, organizations have a huge number of customers hence, it is required to mine 

customer resources in order to achieve targeted measures for different types of customers 

and provide them with the services they want. Since it is a complex task to treat each and 

every customer separately, this can be achieved through customer segmentation by 

grouping the customer base into refined customer groups based on their similar needs and 

behaviors. This is very crucial to the development of the organization as it enables to 

improve their customer satisfaction further the implementation of customer segmentation 

leads to gaining new customers and this will be beneficial to extract a higher value from 

the existing customers through maintaining a better customer relationship. When the 

segmentation system is efficiently designed, customers of one segment have similar 

interests and behaviors, and they will most probably respond similarly to the situations 

where the elements of the marketing mix for example pricing, promotions, and for sales 

channels. This will be very significant for financial organizations to improve profit-driving 

opportunities targeting each unique customer group.  

This research project focuses on a banking sector dataset and this study explores multiple 

machine learning models for segmenting customers and for identifying the most valuable 

customer group according to the customer payment behaviors. I have used a hybrid 

approach utilizing both supervised learning model and unsupervised machine learning 

model in this study. The banking dataset was analyzed and processed in order to train the 

machine learning models. The customer base was segmented into four customer segments 

and each customer group was analyzed to recognize the most valuable customer group. 

And the output of the trained clustering model was used to develop the customer 

segmentation prediction system using supervised machine learning models to predict the 

customer group of the user input customer. The customer dataset was trained using six 

different unsupervised machine learning algorithms and the obtained customer segments 

from the best-performance machine learning model were used for training the prediction 

model supervised machine learning algorithms were trained on the clustered dataset and 

the best-performing model was selected to build the prediction model. The prediction 

model guarantees an accuracy of 0.97 along with the other performance metrices. 

Keywords: machine learning, customer segmentation, clustering, classification. 



v 
 

 

TABLE OF CONTENTS 

DECLARATION ..................................................................................................................... i 

ACKNOWLEDGEMENT ..................................................................................................... iii 

ABSTRACT ........................................................................................................................... iv 

LIST OF FIGURES .............................................................................................................. vii 

LIST OF TABLES .................................................................................................................. x 

ABBREVATIONS ................................................................................................................. xi 

CHAPTER 1: INTRODUCTION ............................................................................................. 1 

1.1 Statement of the Problem ............................................................................................. 2 

1.2 Motivation .................................................................................................................... 3 

1.3 Research Aims and Objectives .................................................................................... 3 

1.3.1   Aims ......................................................................................................................... 3 

1.3.2   Objectives ................................................................................................................. 4 

1.4 Scope ............................................................................................................................ 5 

1.5 Structure of the Thesis ................................................................................................. 5 

CHAPTER 2: LITERATURE REVIEW .................................................................................... 6 

2.1 A Literature Review ..................................................................................................... 6 

2.2 Research Gap ............................................................................................................. 18 

2.3 Presentation of Scientific Material ............................................................................ 20 

CHAPTER 3: METHODOLOGY ............................................................................................ 26 

3.1 Research understanding phase ................................................................................... 27 

3.2 Data understanding phase .......................................................................................... 27 

3.3 Data Preprocessing .................................................................................................... 38 

3.3.1   Handling Missing Values ....................................................................................... 39 

3.3.2   Outlier Detection .................................................................................................... 41 

3.3.3   Normalization and Standardization ........................................................................ 42 

3.3.4   Feature Selection .................................................................................................... 43 

3.3.5   Dimensionality Reduction ...................................................................................... 43 

3.3.5   Encoding................................................................................................................. 43 

3.4 Modeling .................................................................................................................... 44 

3.4.1 Customer Segmentation Model Building ................................................................. 44 

3.4.2 Customer Segment Prediction Model Building ....................................................... 53 

CHAPTER 4: EVALUATION AND RESULTS ..................................................................... 56 

4.1 Evaluation of the Results ................................................................................................ 56 



vi 
 

4.1.1 Correlation Matrix with Heat Map ........................................................................... 56 

4.1.2 PCA Analysis ........................................................................................................... 58 

4.1.3 Clustering Model Analysis ....................................................................................... 61 

4.1.4 Cluster Results Evaluation and Interpretation .......................................................... 76 

4.1.5 Prediction Model Evaluation .................................................................................... 88 

4.2 Customer Segmentation Prediction System .................................................................... 94 

CHAPTER 5: CONCLUSION AND FUTURE WORK .......................................................... 98 

5.1 Limitations in the Research Study ................................................................................ 100 

5.2 Future Work .................................................................................................................. 100 

APPENDICES ............................................................................................................................. I 

REFERENCES: ......................................................................................................................... II 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vii 
 

LIST OF FIGURES 

 
Figure 1: The process of marketing strategy for banks and other financial institutions. Source: 
(Kotler and Armstrong, 2010) .................................................................................................... 8 
Figure 2: The process of segmentation for financial institutions ............................................... 9 
Figure 3: Customer Value Matrix, Source: (Marcus, C., 1998) ............................................... 11 
Figure 4: The clustering process ............................................................................................... 14 
Figure 5: The CRISP-DM Process, Source: (Chapman et al. ,2000) ....................................... 26 
Figure 6: Information of the data columns of customer dataset ............................................... 28 
Figure 7: Balance Distribution ................................................................................................. 30 
Figure 8: Balance Frequency Distribution ............................................................................... 30 
Figure 9: Purchases Distribution .............................................................................................. 31 
Figure 10: One-off Purchases Distribution ............................................................................... 31 
Figure 11: Installments Purchases Distribution ........................................................................ 32 
Figure 12: Cash Advance Distribution ..................................................................................... 32 
Figure 13: Purchases Frequency Distribution .......................................................................... 33 
Figure 14: One-off Purchases Distribution ............................................................................... 33 
Figure 15: Purchases Installments Distribution ........................................................................ 34 
Figure 16: Cash Advance Frequency Distribution ................................................................... 34 
Figure 17: Cash Advance Trx Distribution .............................................................................. 35 
Figure 18: Purchases Trx Distribution...................................................................................... 35 
Figure 19: Credit Limit Distribution ........................................................................................ 36 
Figure 20: Payments Distribution ............................................................................................. 36 
Figure 21: Minimum Payments Distribution ............................................................................ 37 
Figure 22: Prc Full Payment Distribution ................................................................................ 37 
Figure 23: Tenure Distribution ................................................................................................. 38 
Figure 24: Missing Data visualization – Seaborn heatmap ...................................................... 40 
Figure 25: Missing value count ................................................................................................ 40 
Figure 26: Outlier Detection ..................................................................................................... 41 

Figure 27: Normalization and Standardization ......................................................................... 42 
Figure 28: Classic K-means algorithm ..................................................................................... 45 
Figure 29: Spectral Clustering vs K-Means Clustering ............................................................ 47 
Figure 30: Gaussian Distributions ............................................................................................ 49 
Figure 31: DBSCAN Clustering ............................................................................................... 50 
Figure 32: BIRCH Overview .................................................................................................... 51 
Figure 33: Approach for building a data-driven prediction model ........................................... 52 
Figure 34: Decision Tree, learning sine curve .......................................................................... 54 
Figure 35: General design architectural Diagram of the proposed system............................... 55 
Figure 36: Correlation Matrix with Heat map .......................................................................... 57 
Figure 37: Correlation matrix plot for component loadings ..................................................... 58 
Figure 38: Eigenvalues; Variance explained by each PC ......................................................... 59 
Figure 39: Cumulative proportion of variance (from PC1 to PC17) ........................................ 59 
Figure 40: Scree Plot ................................................................................................................ 59 
Figure 41: PCA Variance graph ............................................................................................... 60 
Figure 42: Elbow Plot ............................................................................................................... 61 
Figure 43: Silhouette score Elbow plot .................................................................................... 62 
Figure 44: Cluster result obtained through K-Means ............................................................... 62 



viii 
 

Figure 45: Customer data distribution among clusters - K-Means clustering .......................... 63 
Figure 46: 3D plot of cluster visualization(KMeans) ............................................................... 63 
Figure 47: Dedrogram .............................................................................................................. 64 
Figure 48: Silhouette score of Agglomerative clustering ......................................................... 65 
Figure 49: Cluster result obtained through Agglomerative clustering ..................................... 66 
Figure 50: Customer data distribution among clusters - Agglomerative clustering ................. 66 
Figure 51: Silhouette score of Spectral clustering .................................................................... 67 
Figure 52: Cluster result obtained through Spectral clustering(rbf) ......................................... 68 
Figure 53: Customer data distribution among clusters - Spectral clustering (rbf) ................... 68 
Figure 54: Cluster result obtained through Spectral clustering(nearest_neighbors) ................ 69 
Figure 55: Customer data distribution among clusters - Spectral clustering (nearest_neighbors)
 .................................................................................................................................................. 69 
Figure 56:Silhouette score of Spectral clustering ..................................................................... 70 
Figure 57: Cluster result obtained through GMM based clustering ......................................... 70 
Figure 58: Customer data distribution among clusters - GMM based clustering ..................... 71 
Figure 59: 3D plot of cluster visualization(GMM) .................................................................. 71 
Figure 60: K-Distance Graph ................................................................................................... 72 
Figure 61: Cluster result obtained through DBSCAN clustering ............................................. 73 
Figure 62: Customer data distribution among clusters - DBSCAN clustering......................... 73 
Figure 63: Silhouette score of BIRCH clustering ..................................................................... 74 
Figure 64: Cluster result obtained through BIRCH clustering ................................................. 74 
Figure 65: Customer data distribution among clusters – BIRCH clustering ............................ 75 
Figure 66: 3D plot of cluster visualization(BIRCH) ................................................................ 75 
Figure 67: Plot comparison of Balance of each cluster ............................................................ 77 
Figure 68: Plot comparison of Balance_Frequency of each cluster ......................................... 77 
Figure 69: Plot comparison of Purchases of each cluster ......................................................... 78 
Figure 70: Plot comparison of One-off Purchases of each cluster ........................................... 78 
Figure 71: Plot comparison of Installments_Purchases of each cluster ................................... 78 
Figure 72: Plot comparison of Cash Advance of each cluster .................................................. 78 
Figure 73: Plot comparison of Purchases_Frequency of each cluster ...................................... 79 
Figure 74: Plot comparison of Purchase_Installments_Frequency of each cluster .................. 79 
Figure 75: Plot comparison of One-off_Purchases_Frequency of each cluster ....................... 79 
Figure 76: Plot comparison of Cash_Advance_Frequency of each cluster .............................. 79 
Figure 77: Plot comparison of Cash_Advance_Trx of each cluster ......................................... 80 
Figure 78: Plot comparison of Purchases_Trx of each cluster ................................................. 80 
Figure 79: Plot comparison of Purchases_Tr ........................................................................... 80 
Figure 80: Plot comparison of Credit_Limit of each cluster .................................................... 80 
Figure 81: Plot comparison of Minimum_Payments of each cluster ....................................... 81 
Figure 82: Plot comparison of Pcc_Full_Payment of each cluster ........................................... 81 
Figure 83: Plot comparison of Tenure of each cluster.............................................................. 81 
Figure 84: Feature Importance of Customer Data attributes .................................................... 83 
Figure 85: KPI Features ............................................................................................................ 83 
Figure 86: Snake plot of KPI Feature distribution among clusters .......................................... 84 
Figure 87:  Bar graph of cluster interpretation ......................................................................... 84 
Figure 88: pair plot of KPI features of the customer data among four clusters ....................... 86 
Figure 89: SMOTE on clustered dataset................................................................................... 88 
Figure 90: VIF of features ........................................................................................................ 89 
Figure 91: Classification report - Multinomial Logistic Regression ........................................ 89 



ix 
 

Figure 92: Classification report - Decision Tree Classifier ...................................................... 90 
Figure 93: Classification Report - Random Forest Classifier................................................... 90 
Figure 94: RF maximum depth and accuracy ........................................................................... 92 
Figure 95: RF no. of estimators and accuracy .......................................................................... 92 
Figure 96: Accuracy score after RF model optimization ......................................................... 93 
Figure 97: Feature Importance of RF Model ............................................................................ 93 
Figure 98: Customer Segmentation Prediction Web Application ............................................ 94 
Figure 99: User input parameters ............................................................................................. 95 
Figure 100: Customer segment labels ...................................................................................... 96 
Figure 101: User input customer record ................................................................................... 96 
Figure 102: Customer segment prediction................................................................................ 97 
Figure 103: Prediction probability ............................................................................................ 97 



x 
 

LIST OF TABLES 

 

Table 1: Information table for customer value matrix Source: (Marcus, C., 1998) ................. 12 
Table 2: Customer Segmentation techniques in previous research studies for Customer 
Segmentation ............................................................................................................................ 15 
Table 3: Distance Matrices ....................................................................................................... 20 
Table 4: Descriptive Analysis of the data columns of customer dataset .................................. 29 
Table 5: Reduced PC factors .................................................................................................... 60 
Table 6: Clustering Model Evaluation Results ......................................................................... 76 
Table 7: Mean of each feature for each cluster ........................................................................ 82 
Table 8: Descriptive analysis of Cluster 0 ................................................................................ 85 
Table 9: Descriptive analysis of Cluster 1 ................................................................................ 85 
Table 10: Descriptive analysis of Cluster 2 .............................................................................. 85 
Table 11: Descriptive analysis of Cluster 3 .............................................................................. 85 
Table 12: Classification Report Evaluation Summary ............................................................. 91 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



xi 
 

 

ABBREVATIONS 
 

BIRCH – Balanced Iterative Reducing and Clustering using Hierarchies 

CLV – Customer Lifetime Value 

CRISP-DM - Cross Industry Standard Process for Data  

CRM – Customer Relationship Management 

DBSCAN – Density-Based Spatial Clustering of Applications with Noise 

GMM – Gaussian Mixture Models 

LR – Logistic Regression 

ML - Machine Learning 

PCA – Principal Component Analysis 

RF – Random Forest 

RFM - Recency, Frequency,  Monetary Value 

SMOTE - Synthetic Minority Oversampling  

WCSS – Within Cluster Sum of Square 

BCSS – Between Cluster Sum of Square 

CF Tree – Clustering Feature Tree 

VIF – Variance Inflation Factor 

 

 



 
 

 
 

 

1 
 
 

 

CHAPTER 1: INTRODUCTION 
 

Over the years, the commercial world has moved into a rapidly competitive era. All 

organizations have to do a lot of work as they have to fulfill the needs and expected 

services of their customers, gather new customers, and also develop their businesses. 

Organizations must have an interest to invest in the development of customer acquisition, 

maintenance, and development of strategies. Business intelligence has the main role to act 

in allowing companies to use technical knowledge to get better knowledge about the 

customer and programs for outreach. The stable value of a customer to a company plays a 

core ingredient in decision-making.  

 

In the past few years, every retail industry pays their attention to Customer Relationship 

Management (CRM) to give better services to their customers when compared with their 

competitors. Building up a strong relationship with customers helps the enterprises in 

maximizing profit and customer retention and satisfaction. It is needful for large 

organizations to identify the potential customers in the huge market by mining the 

customer data in order to gain the profitable insights.  

 

In the Banking sector, customers are diverse, and they require personalized services from 

banks where all banks change from the traditional system and implement new changes 

needed as per the customer preferences. Although the customers are varying from each 

other only a few attributes about one customer can match with another customer which 

helps the banks better serve the segment of customers by predicting their wants and needs 

well in advance. Banks need to focus on the potential of understanding customer data by 

segmentation using artificial intelligence and machine learning techniques. The 

segmentation of customer data benefits the banks with the personalization of customer 

experiences while enhancing and defining the products to make them quickly adapt to 

their customer needs, habits, and interests. 
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1.1   Statement of the Problem 
 

In today’s world due to the high competition, a loss of the main customer might have a 

significant effect on the cash inflows and investment of the organization especially in the 

banking sector which can lead to short-term cash flow problems, or it can even lead the 

organization into high debt or bankruptcy. Fighting to get individual customers, either to 

attract new customers or to maintain the current customer audience satisfaction, has 

become a survival game for each and every industry.  

 

The process of identifying and meeting the needs and requirements of each and every 

customer in the business is very hard. One of the biggest challenges faced by customer-

based organizations is customer cognition, identifying the difference between them, and 

rating or scoring them. The main reason for this is customers can vary according to their 

needs, wants, size, demographics, taste, and features, etc. Because of that, it is not a better 

practice to treat all the customers equally in the business market. Currently, most banks 

do customer segmentation based on demographics such as age, gender, education, 

location, etc. A basic segmentation will only allow for fewer predictions and will rely on 

basic assumptions. But this method needs to be stepped forward to gain an insight into the 

customer's profile on a more granular level. 

 

It is required for any retail industry or for the banking sector to understand their customer 

market size and also it is important to have knowledge about customer behaviors for the 

marketing managers to re-evaluate their strategies with the customers. Furthermore, it is 

crucial for industries to evaluate the factors which affect the behavior of customers for 

them to operate successfully. The knowledge of the factors both identical and non-

identical factors of separate customer segments help companies to correctly identify the 

niche characteristics of the customers and also to choose proper marketing tools. When 

organization employs the customer segmentation criteria, the most effective intelligence 

can be invented with the use of analytical methodology. Perfectly and accurately done 

customer segmentation helps to empower any retail businesses, banking sectors or any 

other businesses to interact with each and every customer in the best efficient approach. 
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1.2   Motivation 
 

It is very important for industries, especially in the banking sector to focus on keeping 

good customer relations and also enhancing customer retention over the lifetime of the 

customer in order to generate higher profits and growth. In order to achieve this target, 

every organization should have a strong and stable tool to analyze their customers and 

provide everyone the care they need to keep them alive on their customer’s active list or 

the current list without sending them to the past customers' list. Then the organizations 

can get a chance to obtain the maximum of their operations budgets by targeting the exact 

appropriate audiences.  

 

The most successful organizations today are the ones that know their customers well that 

they can anticipate their needs. This opens up many opportunities and challenges for data 

science researchers to identify these in-depth insights and group or segment the customers 

to better serve them. This challenge has been motivated for the adoption of the scheme of 

customer segmentation or market segmentation, where the customer base is partitioned 

into smaller groups called segments as in members of individual segment exhibit similar 

market behaviors and characteristics.  

 

1.3   Research Aims and Objectives 
 

1.3.1   Aims 
 

This research project aims to explore the approaches of using customer segmentation, as 

a business intelligence tool for the organizations and aims to explore the clustering 

techniques for the segmentation to help organizations to redeem an intelligible picture of 

the valuable customer base. This customer segmentation can be applied to any marketing 

department in banking sector or any retail industry to segment customers into clusters. 

Customer segmentation will be done by analyzing the customer data to identify the 

customer groups in order to develop customized relationships, maximize customer 

benefits, and for the target marketing strategy.  
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The main target of this project is identifying different customer types and segmenting the 

customer base into clusters of similar profiles so that the process of target marketing can 

be executed in an efficient manner. In the banking sector, a strong understanding of 

customer segmentation will be beneficial to achieve the following goals: 

• Lower acquisition costs: here banks can implement more personalized services 

which can increase the probability of converting more prospects in to customers. 

And banks can target on specialized groups which yield on high profit margins. 

• Increased sales: banks can offer the exact desirable services by customers when 

knowing their interests, habits and desires at the proper time. 

• Decrease churn: when customer satisfaction increases with specialized and 

exclusive services the loyalty and brand retention will decrease the churn rate. 

• Improved marketing campaigns: by using customer segmentation, the banks can 

decide the most accurate ways to attract new customers by promoting specific 

products to the ones who are most needful. Which leads to a better understanding 

on targets will increase sales. 

 

1.3.2   Objectives 
 

This will be achieved by attaining the following objectives:  

• Identify factors that contribute most to understand customer’s purchasing patterns 

and to gain an insight of the customer’s profile. 

▪  Using these factors, perform unsupervised machine learning algorithms 

(clustering algorithms) to obtain the segmentation. 

▪ Identify the optimal number of customer groups/clusters through tuning. 

▪ Identify the different customer groups that reflect similarities among customers in 

each group according to the spending patterns and purchase behaviors. 

▪ According to all different customer groups, identify the most profitable customers. 

▪ Build a model to predict the customer group for a selected customer. 
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1.4   Scope 
 

Customer segmentation helps businesses to recognize and expose different customer 

segments that think differently and follow different purchasing strategies. Customer 

segmentation provides an efficient way of figuring out the customers who vary in terms 

of preferences, expectations, desires, and attributes. The main purpose of performing 

customer segmentation is to group people, who have similar interests so that it will help 

the business to converge in an effective marketing plan. The research will be carried out 

on the selected customer dataset from the banking sector. The selected customer dataset 

is from a bank in New York city. The dataset represents the active credit card holders’ 

data of the bank which has been collected during a time period of six months. The dataset 

consists of around 9000 records of customer level data mentioning the Customer ID, 

Balance, Balance Frequency, Purchases, One off purchase, Installment purchases, Cash 

Advance, Purchase frequency, Purchase installment frequency, Cash advance frequency 

etc. Credit card details and purchasing behaviors will be focused on the research. All 

together around 18 features will be considered as mentioned above. 

 

1.5   Structure of the Thesis  

 

The thesis documents the research work with five main chapters. The second chapter is 

the literature survey which includes a background study of the research project referring 

to the previously published research materials, papers, online articles, books, magazines, 

etc. An in-depth literature review was performed to identify the previous methodologies 

followed in similar research studies. The third chapter documents the research 

methodology which explains the dataset, features, design, and modeling with the technical 

aspects. The fourth presents the evaluation of the results obtained through performing the 

research methodology. The final chapter concludes the research project by summarizing 

the research work along with future works and the limitations of the research project. 
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CHAPTER 2: LITERATURE REVIEW 
 

The chapter 1 presented the overview of the research project comprising with the problem 

statement, motivation, research aims and objectives, scope, and the structure of the thesis. 

This chapter documents an in-depth background study on the research including a critical 

review of similar research which published previously. There are studies related with the 

customer segmentation as it is challenging to find perfect segmentation groups and to 

deduce relationships between customers because the customers status, needs and wants 

values of the customer will be changing from time to time. For better approach of the 

research, it is a must, to do a literature survey about recent research which have been 

carried out under these correlated fields of study which would be a great advantage when 

it comes to the implementation phase. 

 

2.1   A Literature Review 
 

Customer Relationship Management(CRM) 
 

CRM is a major business approach to develop and secure steady, long-term customer 

associations. The modern marketing approach strengthens the utilization of CRM as part 

of the organization’s business strategy for building up customer service satisfaction. CRM 

invariably plays a significant role as a market strategy by providing the organizations with 

ideal business intelligence for establishing, managing, and developing valuable long-term 

customer relationships. Several organizations and business institutions have conceived 

that the importance of CRM and the application of intelligence marketing strategies to 

achieve competitive advantage among other institutions  (Rygielski et al, 2002). 

CRM facilitates business enterprises with customer value analysis and also it facilitates 

target marketing strategies for valuable customers. It also supports business organizations 

to develop high-quality and long-term customer-company relationships which improve 

loyalty and also the profits. A more accurate evaluation of customer profitability and the 

targeting of high-value customers are prime factors that bestow the success of CRM (J. 

Lee et al, 2005). 
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CRM portrays a significant role in targeting the customer base. The essential segmentation 

strategies can be used after the targeted customer base is identified. The CRM strategy is 

a closed circular ruptures with four dimensions namely, customer identification, customer 

attraction, customer retention, and customer development. The customer identification is 

the main part of this structure which clearly supports to the act of grouping or segmenting 

customers according to their behavior and characteristics, thus the customer segmentation, 

emerges as a primary function of CRM (Swift, 2000). 

 

Customer Segmentation 
 

Through the years, the commercial world is becoming very competitive. It is very 

important for organizations to satisfy their customers’ needs and wants to enhance their 

business. However, the task of identifying and satisfying needs and wants of every single 

customer is a very difficult task.  Because of the customers may be varies in their own 

needs, wants, demography, geography, tastes, preferences, behaviors and so on. Therefore, 

it is not a good practice to serve all the customers equally in business (Puwanenthiren, 

2012). 

 

Customer segmentation means grouping the customers according to various 

characteristics and behaviors. This is a way for businesses to get a better understanding of 

their customers. When knowing the differences between the customer groups, it will be 

more efficient to make strategic decisions on product growth and marketing. The 

opportunities to segment depend on the customer dataset. There are different 

methodologies for customer segmentation, and they depend on four types of parameters: 

Geographic, Demographic, Behavioral, and Psychological (Bhade et al, 2018).  

 

“The purpose of segmentation is the concentration of marketing energy and force on 

subdivision (or market segment) to gain a competitive advantage within the segment. It’s 

analogous to the military principle of concentration of force to overwhelm energy.” 

Customer segmentation includes geographic segmentation, demographic segmentation, 
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media segmentation, price segmentation, psychographic or lifestyle segmentation, 

distribution segmentation and time segmentation (Thomas, 2015). 

The process of customer segmentation aids in conducting analysis on the needs and wants 

and also market behavior of customers. And also, this process helps in effective decision 

making based upon the changing market conditions and the competitors (Bilgic et al, 

2015). 

 

In today's economy, to become a successful financial institution it is a must to prioritize 

their clients. To succeed in this goal the institution must devise a marketing plan with 

thrive to enhance the client values by targeting the lucrative customer relationships. The 

Figure 1 depicts the process of marketing strategy, which provides the path to get an 

insight into the consumers to serve them better.  

 

The first phase of the process is market segmentation, where it divides bank’s market into 

groups of customers which most probably react similarly to a particular marketing 

campaign. This division employs banks to identify which group of the customer is more 

appealing which leads them to focus their efforts on this group (Kotler and Armstrong, 

2010). Then the next phases are market differentiation and positioning, in which the 

decision making happens such as, deciding the most appropriate way to deliver the product 

to the market where the product will be highlighted and will be promoted the competitive 

advantage of the bank (Hiziroglu, 2013). 

 

 

 

 

 

 

 

 

Figure 1: The process of marketing strategy for banks and other financial 
institutions. Source: (Kotler and Armstrong, 2010) 



 
 

 
 

 

9 
 
 

 

The Figure 2 depicts another process of bank customer segmentation with further detail. 

The process is divided into four steps namely, segmentation analysis, then the 

segmentation assessment, furthermore the segmentation implementation, and finally the 

segmentation control (Goller, Hogg and Kalafatis, 2002). 

 

 

 

 

 

 

 

 

 

Customer Segmentation Based on RFM method 
 

The RFM (Recency, Frequency, Monetary) technique is one of the most commonly used 

method for customer segmentation in market analysis which can be utilized to identify the 

customers’ behavior by evaluating three dimensions namely, the recency value, the 

frequency value, and the monetary value. This conventional method is commonly used to 

identify the behavior of their customers by analyzing the present customer behavior 

characteristics (Madani, S., 2009). 

 

This method has been utilized in direct markets for about more than 30 years to identify 

the customer behaviors. Moreover, the RFM model was emphasized to distinguish 

valuable customers by measuring these three values. These three values are defined in the 

literature as: 

• Recency (R): the recent purchase time of a customer. 

• Frequency (F): the total number of purchases customer made during a specific time 

period. 

• Monetary (M): the monetary value customer spent during a specific time period. 

Figure 2: The process of segmentation for financial 
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There are mass range of studies that have considered RFM method. These previous studies 

in this research area have highlighted the importance of RFM variables. In the RFM 

method, it analyzes and ranks a customer numerically for each of the mentioned three 

categories, ordinarily on a scale of 1 to 5 (where the higher number indicates a better 

result). According to the analysis, the recognized best customers receive the highest score 

in each category. 

 

Customer Segmentation Based on CLV method 
 

The CLV (Customer Lifetime Value) method has been utilized for decades in numerous 

marketing-based companies. The definition of Lifetime Value i.e., LTV is defined as the 

total number of revenues gained from the customers of a particular company over the 

company lifetime of transactions following the deduction of the total attraction cost, total 

selling cost, and total cost of servicing customers. Thus, the result of the calculation 

represents the time value of money (Hwang et al, 2004). 

 

The CLV analysis method can be decomposed into three main components, which are the 

current value, the potential value, and customer loyalty. Previous studies that employ the 

CLV method for customer segmentation has been followed one of these three approaches. 

The previous studies either segment customers using purely the CLV values, or by using 

the mentioned components of the CLV method, or have been followed by considering 

both the CLV and other information which are socio-demographic information and 

transaction history information, etc. Generally, most of the banking domain-related 

studies, the last-mentioned approach has been widely followed (Kim, et al., 2006). 

 

In (Sohrabi and Khanlari, 2007), researchers have estimated the customer lifetime value 

by measuring the RFM variables and further they have clustered an Iranian private bank 

customers and have proposed a customer retention strategy for treating customers. 
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Methodology of the Customer Value Matrix 
 

The Customer Value Matrix method has been initiated from the RFM analysis method 

targeting the small-business retail environments. This method was introduced by Charles 

Edmundson. It has been noticed that although the RFM employs a straightforward 

conceptual framework RFM is a complex method and overdue for small retailer 

businesses. The reason for this has been identified as the results of segmentation based on 

RFM relent many segments and which has been caused difficulties for marketers to realize 

which groups can be more suitable for implement a particular strategy. 

 

The initial step of customer value matrix method is to collect the necessary data for the 

creation of Customer Value Matrix. A customer identification number (Customer ID), the 

purchase date and the sum of the purchase amount are the data that needs to be extracted 

from business’s database (Marcus, C., 1998). The following step is the customer 

segmentation process. In the former phase, the average measures for the purchases and the 

average value of Spending amount needs to be calculated. Finally, each customer in the 

business is allocated with one of the four results as shown in figure 3. Table 1 depicts the 

measures that needed to be calculated for the customer segmentation process. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Customer Value Matrix, Source: (Marcus, C., 1998) 
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Data Science algorithms as a Customer Segmentation Method 
 

The contemporary methods of customer segmentation are underlined with the data science 

algorithms. Data mining is the finest solution for extricating the meaningful data and 

information from the raw data in databases typically which are available in numerous and 

diverse amount of data. It is hard to recognize expressive conclusions through the raw data 

marketing. The data mining methods and the output results of the process are being used 

to increase revenue and further to improve the communication including the CRM 

between organizations and their customer base. 

 

The one effective modern method to perform customer segmentation is by utilizing the 

data science ‘clustering’ algorithms. The clustering method is one of the unsupervised 

learning methods in data science. This method can illuminate the customer segmentation 

problem by detecting and identifying unexpected or unknown features in the data. This 

method is capable for apply to a large data source and the performance execution will be 

fast. Although, there is a drawback of the clustering algorithm where the groups formed 

from the algorithm might be complex to interpret, and also not be clear about the way to 

implement the clustering algorithm, as for with which criteria (Blanchard et al. 2019).  

 

When conducting a data-driven market segmentation, usually it is assumed that the market 

segments exist in the data itself and then it is revealed and described by segmentation 

(Dolnicar et al. 2018). In this research, the cluster analysis using the case data is also 

discovered the already existing, but hidden segments. 

Table 1: Information table for customer value matrix Source: (Marcus, C., 1998) 
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Clustering Method 
 

Clustering Method is a technique beneficial for exploring the data. It is significantly 

beneficial where there is more data and there is no obvious natural groupings. In this case, 

clustering data mining algorithms could be utilized to find the natural groupings that may 

exist in the data. The cluster analysis identifies the clusters which embedded in the data. 

A cluster can be described as a collection of data objects that represents a similarity in a 

certain way to one another. A good clustering method will produce finest clusters ensuring 

the fact where the clusters employ a lower inter-cluster similarity and higher the intra-

cluster similarity (Berkhin, 2012). 

 

The clustering technique is one of the data mining techniques used for a variety of 

numerous applications, concerning the areas of machine learning, classification, and 

pattern recognition. There are various clustering algorithms, and those algorithms are 

varied from one another in accordance with the approach which they accompanied in order 

to group the objects with relevance to their characteristics  (Inaba et al, 1994). 

 

Although there are plenty of algorithms available in clustering technique, still this is a 

challenging task in data mining (Chang and Bai, 2010). As per the previous research, most 

of the clustering methods employs with the following general features: (Hammouda, 2001) 

 

• Most of the clustering algorithms were driven by a particular problem domain.  

• It is not including any explicit supervision effect and patterns that are organized 

with respect to a particular optimization criterion.  

• All of these methods are adapted to the notion of similarity or distance.  
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In general sense, as shown in the figure 4 the clustering process includes four fundamental 

processes which are the Feature Selection, the Clustering Algorithm Design, Clustering 

Validation and finally the Interpretation of results. These four procedures in clustering 

algorithm are aligned with a pathway of feedback. Hence the clustering is not a one-way 

procedure rather this is a repetitive task (Xu et al, 2005). 

 

Clustering Algorithms for Customer Segmentation 
 

Clustering techniques helps to disclose internally homogeneous and externally 

heterogeneous groups or clusters in the dataset. Customers may differ with regard to needs, 

wants, behavior and characteristics. The main target of clustering techniques is to 

recognize different types of customer types and to segment the customer base into number 

of clusters of similar profiles. Thus, the process of target marketing could be executed 

more effective and efficient manner. Both hierarchical clustering and non-hierarchical 

clustering algorithms are most commonly used in the process of customer segmentation 

(Chen et al, 2012). 

 

Generally, the clustering methods falls into two different categories. Mainly, two types of 

algorithms namely, Hierarchical algorithms and Non-Hierarchical/Partitional algorithms 

(Yuanli T. and Liangshan S., 2010). Most of the research work have used the clustering 

techniques for the customer segmentation process. K-means clustering, and Hierarchical 

Clustering algorithms are widely used for clustering the dataset and for obtaining the 

extensive usage in customer segmentation. 

Figure 4: The clustering process 
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Table 2: Customer Segmentation techniques in previous research studies for Customer Segmentation 

Researcher Year Research About(Summary)  Factors 

Kalyani Bhade, 
Vedanti Gulalkari, 
Nidhi Harwani, 
Sudhir N. Dhage 

2018 A Systematic Approach to 
Customer Segmentation and 
Buyer Targeting for Profit 
Maximization 
customer segmentation, it 
requires certain parameters that 
should be considered when 
segmenting the customers. In a 
broad sense, the clustering 
parameters can be classified as 
geographic, demographic, 
psychographic and behavioral. 

Customer segmentation has 
been applied using k means, 
hierarchical, and density-
based algorithms. And it is 
concluded that the K means 
clustering will provide the 
highest accuracy in order to 
segment the customers. 

Tushar Kansal, 
Suraj Bahuguna , 
Vishal Singh, 
Tanupriya 
Choudhury, 

2018 Customer Segmentation using K-
means Clustering 
the customer segmentation based 
on features with datasets that 
contain 200 records with 2 
features is proposed in in this 
research. 

Kmeans clustering, 
agglomerative clustering, and 
mean-shift algorithm has 
been occupied to segment the 
customers. 
Also, it has considered two 
internal clustering measures 
namely, silhouette score and 
Calinski-Harabasz index. 

Sabbir Hossain 
Shihab, Shyla 
Afroge, Sadia 
Zaman Mishu 

2019 RFM Based Market Segmentation 
Approach Using Advanced K-
means and Agglomerative 
Clustering:A Comparative Study 
implementation of three 
clustering algorithms namely k-
means, advanced k-means, and 
agglomerative clustering have 
been proposed in this research 

From the experimental 
results, it has been observed 
that agglomerative clustering 
is not a feasible solution 
because of its long execution 
time. And in this research, it 
has been concluded that for 
RFM based customer 
segmentation, advanced k-
means clustering is more 
efficient and feasible. 

Tripathi, S., A. 
Bhardwaj, and E. 
Poovammal 

2018 Approaches to clustering in 
customer segmentation. 
Customers with similar means 
and behavior are grouped together 
into homogeneous clusters. K-
means clustering, Hierarchical 
clustering: Agglomerative and 

It has been concluded that 
the both K-Means and 
Hierarchical clustering 
techniques have some 
drawbacks. Hierarchical 
clustering is more suitable 
for business use, data 
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divisive has been used to form the 
clusters representing the 
segmentation 

visualization forms a major 
part of efficient data analysis. 
And K-Means tends to 
deliver better results in the 
aspect of performance. 
 

Jan Panuš, Hana 
Jonášová, Kateřina 
Kantorová, Martina 
Doležalová, 
Kateřina 
Horáčková, 

2016 Customer segmentation 
utilization for differentiated 
approach. 
The research represented another 
approach of combining the RFM 
model and ABC analysis, and 
data mining techniques for 
clustering the customers for 
segmentation 

It has been concluded that 
the combination using of data 
mining techniques for 
synthesis of data gained from 
ABC analysis and RFM 
analysis is suitable for the 
utilization within CRM 
approach to customers. For 
the future work, it has 
proposed that decision trees 
or association rules will be 
considered. 

Prabha 
Dhandayudam, Dr. 
Ilango 
Krishnamurthi 

2012 An Improved Clustering 
Algorithm for Customer 
Segmentation 
various clustering algorithms 
results from varying cluster 
outputs and thus it has been 
compared the performance of 
those. 

For a better clustering 
algorithm, within the cluster, 
customers should behave in a 
similar manner when 
compared to the customers in 
other clusters 

Sunitha Cheriyan 2019 Intelligent Sales Prediction Using 
Machine Learning Techniques. 
A sales forecasting has been 
conceptually performed in this 
research paper by occupying 
intelligent machine learning 
models such as, Gradient Boosted 
Trees, Decision Trees and 
Generalized Linear Model. 

It has been shown that the 
GBT showed most accuracy 
than other two techniques. It 
has been concluded that the 
business decisions are based 
on speed and accuracy of 
data processing techniques. 
Machine learning approaches 
highlighted in this research 
paper can be utilized for an 
effective mechanism in data 
tuning and decision making. 
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Ina Maryani, Dwiza 
Riana, Rachmawati 
Darma Astuti 

2018 Customer Segmentation based on 
RFM model and Clustering 
Techniques with K-Means 
Algorithm 
An RFM model has been built 
based on the customer records, 
which resulted in 102 customers 
and the clusters were further 
clustered into 2 clusters. 

Each cluster can be used to 
improve the market strategy 
by understanding the 
customers’ behavior in each 
cluster 

Cheng Li 2008 Research on Segmentation 
implementation process of air 
cargo Customer based on Data 
Mining. 
This research work summarizes 
the implementation of customer 
segmentation for the domain 
aviation cargo based on data 
mining techniques. Along with 
describing the hierarchical design 
strategy and methods of different 
levels, which improvise a 
reference value for the airlines to 
start CRM 

This work concludes the  
segmentation in freight 
customers and connection 
with data mining theory can 
help air cargo business to 
determine the customers with 
a real value and analyze their 
features to maintain CRM 
them. 

Vasilis Aggelis 2005 Customer Clustering using RFM 
analysis, 
This research analyzed that a 
calculation of RFM scoring for 
the active e-banking customers 
used for evaluation of the 
customer’s behavior namely, 
strategic Decision making, 
future revenue forecasting and 
conservation of the most 
important customers. 

This research work 
concludes that the knowledge 
of RFM scoring of active e-
banking users can rank 
them according to the 
pyramid model.  
This result was highlighted 
using two clustering 
methods.  
And identified that the e-
banking unit of a bank may 
efficiently identify the most 
important customers. 

 

 

The above table 2 shows the brief descriptions of the literature of customer segmentation 

techniques used in previous research  that was studied in this research study. 
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Cluster Result Validity  
 

Cluster validity is a comprehensive subject area with limitless arguments where the 

conception of ‘good’ clustering is purely related to the domain of applications and to 

certain requirements (Halkidi and Vazirgiannis, 2001). Distinct clusters will be obtained 

with the usage of various parameter values from a clustering algorithm with the given. 

Thus, it is essential to decide the clustering that fits perfectly with the dataset and the 

business case. 

 

Cluster validity techniques that are applied decide numerous aspects of cluster validity 

and are generally classified into three types. External Index; this is to measure the extent 

that which cluster labels are matched with the externally supplied class labels. For 

example, entropy is one of the external index measures. Internal Index; this is to measure 

the integrity of a clustering technique without pre-specified external labels or benchmarks. 

The Sum of Squared Error (SSE) is one of the internal validity measurements. Relative 

Index; this is to compare two different clustering approaches or two different clusters. 

Generally, for cluster validation, an external or internal evaluation is utilized in most 

scenarios (Kumar, 2005). 

 

2.2    Research Gap 
 

According to the above conducted literature survey, it is evident that the customer 

segmentation has been considered as a crucial concept in the financial and other 

organizations, which guarantees significant benefits that would eventually result in higher 

market revenues. Hence, it is not astonished the fact that organizations will be driven to 

utilize the strategy within their day-to-day operations, since it facilitates them to gain a 

better insight of their customers and to focus on the prime group that bring them more 

profit. The conventional approaches of customer segmentation are mainly utilized by 

through categorizing techniques based on the experiences, analysis of statistics or 

elementary partitioning (Xin-a Lai, 2009). These approaches cannot cater the requirements 

of farther complex analysis which businesses are facing in the present days.  
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The conventional models like RFM and CLV can only be capable of catering a limited 

number of selection parameters. As mentioned in above literature RFM model only based 

on the calculation of the recency, frequency, and monetary values. However, calculations 

based on these limited number of metrics may not always guarantee better results. Rather 

there must be numerous metrices to recognize the behavior of clients. Furthermore, 

organizations are rapidly changing and developing and with corporate to evolving of 

businesses the market campaigns and strategies also has to be evolved to cater the 

necessary requirements. With the numerously growth of customers’ data and with the 

heavy usage of management information systems, the traditional or conventional customer 

segmentation approaches cannot cater to analyze large amount of customer data. It is 

almost a peculiar task to identify most significant information in the process of decision-

making. Therefore, machine learning models can be utilized for the process of customer 

segmentation more effectively and efficiently to cater the requirements. 

 

As reviewed in above section most of the previous research have considered conventional 

models like RFM and CLV for the customer segmentation. In addition to that there are 

studies that has been used clustering methods to segment the customers.  There is no single 

way for organizations to segment their customer base. All these clustering techniques has 

various advantages and disadvantages relevant to the exact implementation and the input 

dataset. Therefore, customer segmentation is not a facile task to determine the most 

suitable algorithms and techniques to employ a given specific problem domain.  

Most of the previous research on customer segmentation were focused mainly on K-Means 

and Hierarchical clustering approaches and there was no adequate research conducted as 

a comparative study of several clustering algorithms focusing on customer segmentation 

on the Banking Sector. All clustering techniques can be used in multiple ways, and most 

of the studies were concluded the research with the presentation of customer segmentation 

results and has been mentioned the prediction as a future work or limitation of the studies. 

This study focuses on filling these gaps by employing a hybrid approach with comparing 

several unsupervised machine learning models to segment the customers and focuses on 

come up with a predictive model by utilizing supervised machine models. 
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2.3    Presentation of Scientific Material 
 

Computation of proximity and the Distance matrix 
 

The selection of a suitable metric will affect the shape of the clusters, the data elements 

might be close to each other according to one distance and farther away when employs to 

another distance.  

The table 3 depicts the matrices which are most commonly used for clustering algorithms. 

 

Evaluation of clustering results will be a complex task as clustering itself, Cluster 

evaluation approaches are based internal evaluation criteria and external evaluation 

criteria. Internal evaluation approach is the clustering results are evaluated based on the 

data that used for clustering itself. And external evaluation is where the clustering results 

are evaluated based on the data that was not used for the clustering purpose. Those are 

referred to class labels and external benchmarks. 

In general, most of the indices that used for internal clustering validation are based on 

compactness or cohesion and separation. 

Table 3: Distance Matrices 



 
 

 
 

 

21 
 
 

 

WSS/WCSS  

Compactness or Cluster Cohesion is a measurement of how closely related are the objects 

in the cluster. A good compactness indicator of a cluster is a lower within-cluster variation. 

Cluster Cohesion can be measured by using the within cluster sum of squares (SSE): 

 

 

BSS/BCSS 

Cluster Separation is a measurement of how distinct or well separated a cluster is from the 

other clusters. 

Separation can be measured by the between cluster sum of squares. 

 

Where mi is the mean of points in Ci and  |Ci | is the size of cluster i. 

 

Silhouette Coefficient 

Silhouette coefficient is used to determine the degree of separation between the clusters. A 

model with a proper defined clusters can be determined by a higher Silhouette Coefficient 

score.  The Silhouette Coefficient is composed of two scores: mean intra-cluster distance 

and the mean nearest-cluster distance. The function computes the mean Silhouette 

Coefficient using these two scores. The mean intra cluster distance represents the distance 

between the sample and all other data points in the same cluster. The mean nearest-cluster 

distance represents the distance between the sample and all other data points in the next 

nearest cluster. 

 

 

Where, a is the mean intra-cluster distance and b is the mean nearest-cluster distance. 
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The coefficient may take values within the interval [-1, 1]. Value closest to 0 represents the 

sample is too close to the neighboring cluster and a value closest to 1 represents the sample 

is much far from the neighboring cluster.  And if the coefficient is -1, that means the 

sample is assigned to the wrong clusters. 

 

Davies-Bouldin index 

The Davies-Bouldin index calculated the measure of average similarity of each cluster 

relative to its most similar cluster. This similarity measure id is defined as a ratio of 

within-cluster distances to the between-cluster distances. Which means that the score is 

better when clusters are farther apart and less dispersed. The minimum score is defined as 

zero, when the score is lower it indicates of a better clustering. 

 

Calinski and Harabasz score 

The Calinski and Harabasz is also known as the Variance Ratio Criterion of the clusters. 

This score is defined as the ratio of the sum of between-clusters dispersion and of inter-

cluster dispersion for all the clusters among the cluster pool, when the score is higher it 

indicates of a better clustering performance (Yanchi Liu et al, 2010). 

 

Dunn Index 
 

The Dunn index is used to identify the dense and proper separated cluster.  This can be 

computed as the ratio between the minimal inter-cluster distances to maximal intra-cluster 

distance. For each segment of cluster, the Dunn index can be computed by: 

 

 

Where, d(i,j) is the distance between cluster i and cluster j, and d '(k) is the intra-cluster 

distance of cluster k. 
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In the External Evaluation, the approach utilizes pre-known class labels and external 

benchmarks. They are consist of a set of pre-classified items and these are typically created 

by the experts. 

 

RAND Index 

The Rand index is used to calculate the similarity of the clusters obtained by the clustering 

algorithm to the predefined benchmark classifications. It can be calculated by: 

 

 

Where True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN). 
 

F-Measure 

The F-measure is used to balance the contribution of the false negatives by weighting the 

recall through a parameter that is β > 0. Precision and recall is defined by: 

 

 

 

F-measure can be computed by:  

 

 

Where β = 0 and F0 = P. 

V-Measure 

The V-measure a type of numerical mean between the homogeneity and the completeness. 

A proper homogeneous clustering can be referred to a one where each cluster contains 

data-points belonging to the same class label. The homogeneity factor depicts the 

closeness of this type of a perfect clustering algorithm.  



 
 

 
 

 

24 
 
 

 

On the other hand, completeness factor depicts the closeness of the clustering algorithm 

where every data-point belongs to the same class are clustered into the same cluster. For N 

data samples, C class labels, K clusters and ack number of data-points belongs to class c 

and cluster k. The homogeneity h is given by: 

 

Where. 

   

and 

 

The completeness C is given by: 

 

where, 

 

 

and 

 

 

Therefore the weighted V-Measure is given by: 

 

 

The factor β can be adjusted according to the homogeneity or the completeness of the 

clustering algorithm. 
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In supervised learning, several evaluation metrices are used to evaluate the performance of 

the predictive model. The evaluation process of a classification model is primarily based 

on the calculations of number of correct predictions and number of incorrect predictions 

against the number of samples in the test records (Tan et al., 2014).  

The primary evaluation metrices for classification model can be calculated as below. 

 

 

 

 

 

 

The notation TP indicates the number of true positives (TP) which means the number of 

instances that the model is correctly predicted the positive class. Likewise, the notation TN 

indicates true negatives (TN) i.e., the number of occurrences of the model where the model 

correctly predicted the negative class. Further, the notation FP indicates False positive (FP) 

which is the total number of instances that the model prediction is false, and it predicts the 

positive class. Moreover, the notation FN indicates the false negatives (FN) that the model 

prediction is false, and it predicts the negative class. 

Accuracy can be described as the number of observations where the model correctly 

predicts the total number of observations in other words the proportion of the number of 

correct predictions and the total number of model predictions. Precision can be described 

as the total number of correct positive predictions predicted by the model proposed to the 

total number of positive predictions. Recall also known as the true positive rate can be 

described as the correct proportion of actual positive observations predicted by the model 

and the F1 score describes an aggregated measure of precision and recall calculated 

employing the harmonic mean (Lindholm et al., 2021). 
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CHAPTER 3: METHODOLOGY 
 

 

This chapter explains all aspects of the concepts along with the research design and 

research methodology furthermore the cognization process of the whole research study. 

The research methodology comprises with the solutions to the developed research aims 

and objectives mentioned in the introduction chapter.  

The Cross-industry process for data mining (CRISP-DM) process is depicted in figure 5, 

adopted as the main framework for the research methodology. The research aims to follow 

as closely as possible the below-depicted methodology. This procedure includes the 

applicable steps for the research work where the process is a voyage through a series of 

research phases. 

 

 

Figure 5: The CRISP-DM Process, Source: (Chapman et al. ,2000) 
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The main phases of research described in this dissertation can be concluded under six main  
phases: 

1. Research understanding 

2. Data understanding 

3. Data preprocessing 

4. Modeling 

5. Evaluation 

6. Deployment 

 
3.1   Research understanding phase 

 

The detail of this phase is described in-depth in the chapter 1, the customer segmentation 

aims to segment the customer base into different groups, this can be contemplated as a 

prominent asset for organizations most importantly in financial  sector as it can be applied 

as an intelligent business strategy to extend the customer profitability among the whole 

pool of customers. It is vital for the organization to formulate an effective strategy for business 

expansion. This will provide the organization far more clear concepts about which clients 

have the highest retention rate. Especially, in the banking sector it is vital to gain more 

insight about the customers’ behavior and to know the most preferred or loyal customers 

to the bank. This helps the bank to improve the customer retention rate to focus marketing 

strategies on a particular customer segment 

 

3.2   Data understanding phase 
 

According to the methodology, the targeted dataset is selected to prepare the data for 

modelling. The dataset summarizes the usage behavior of about 9000 active credit 

cardholders of a New York City bank during the time period of 6 months. The data represents 

on the customer level with 18 behavioral variables. This dataset is used to extract segments 

of customers depending on their behavior patterns provided in the dataset, to focus 

marketing strategy of the bank on a particular segment.  
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In this research project, several kinds of machine learning models were applied in the 

targeted customer dataset. Statistical analysis and data preprocessing methods were 

employed in this study. Mainly, Google Colaboratory and Jupyter Notebook are the web 

environments used for data processing and analysis.  

The Python Pandas Library is utilized for loading the data. Afterwards, the info function 

used to depict the number of records and the data types as shown in figure 6. Then the 

Numpy library of Python is used for basic quantitative analysis of the data. Central 

tendency, range, standard deviation, mean, max and min values are calculated using 

descriptive statistics and matplotlib, plotly and Seaborn were utilized through the study. 

Further, Python machine learning libraries were employed in the study for cluster analysis, 

model training, and model evaluation and comparison. 

Figure 6: Information of the data columns of customer dataset 
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   The table 4 depicts the initial descriptive analysis of the raw data. 

 

Then the Exploratory Data Analysis (EDA) is performed on the loaded dataset to gain a 

better understanding of the dataset. The python libraries namely, Matplotlib and Seaborn 

are used for data visualization. A histogram is commonly used to visualize the distribution 

of numerical data. When exploring the dataset, it is vital to get understanding of the 

distribution of certain numerical variables of the data. Box plots are used to detect the 

outliers of the dataset. Figure 7 to figure 23 depicts the distribution of features of the 

dataset and the histograms and boxplots utilized to visualize the distribution. 

1. Cust_Id 

This attribute indicates the customer id which is the identification of each credit card 

holder. This is a categorical variable, and this is unique for the customer. 

 

 

Table 4: Descriptive Analysis of the data columns of customer dataset 
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2. Balance 

This attribute indicates the amount of Balance left in customer’s account to make the 

purchases. 

3. Balance_Frequency 

This indicates how frequently the Balance is updated by the customer, records 

between 0 and 1 (1 = balance frequently updating, 0 = not frequently updating the 

balance). 

 

 

 

 

 

 

 

Figure 7: Balance Distribution 

Figure 8: Balance Frequency Distribution 
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4. Purchases 

This attribute represents the amount of purchases made from the customer’s account. 

 

5. One-off_Purchases 

This attribute indicates the maximum purchase amount done by the customer in one-

go. 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Purchases Distribution 

Figure 10: One-off Purchases Distribution 
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6. Installments_Purchases 

This indicates the amount of purchase done by the customer in installments. 

 

 

 

 

 

 

 

 

 

 

7. Cash_Advance 

This indicates the cash in advance given by the customer. 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Installments Purchases Distribution 

Figure 12: Cash Advance Distribution 
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8. Purchases_Frequency 

This indicates how frequently the Purchases are being made by the customer, the 

recorded score is between 0 and 1 (1 = frequently purchasing, 0 = not frequently 

purchasing). 

 

 

 

 

 

 

 

 

Figure 13: Purchases Frequency Distribution 

9. Oneoff_Purchases_Frequency 

This indicates how frequently the Purchases are being made in one-go (1 = frequently 

purchasing in one-go, 0 = not frequently purchasing in one-go). 

 

 

 

 

 

 

 

Figure 14: One-off Purchases Distribution 
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10. Purchases_Installments_Frequency 

This indicates how frequently the purchases in installments are being done by the 

customer (1 = frequently purchased in installments, 0 = not frequently purchased in 

installments). 

11. Cash_Advance_Frequency 

This indicates how frequently the cash in advance being paid by the customer. 

 

Figure 16: Cash Advance Frequency Distribution 

Figure 15: Purchases Installments Distribution 
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12. Cash_Advance_Trx 

This indicates the number of Transactions made with "Cash in Advanced" by the 

customer. 

13. Purchases_Trx 

This indicates the number of purchase transactions made with the credit card by the 

customer. 

 

 

 

 

 

 

 

Figure 17: Cash Advance Trx Distribution 

Figure 18: Purchases Trx Distribution 
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14. Credi_Limit 

This indicates the limit of the Credit Card for the customer. 

 

 

 

 

 

 

 

15. Payments 

This indicates the amount of Payment done by the customer. 

 

 

 

 

 

 

 

 

Figure 19: Credit Limit Distribution 

Figure 20: Payments Distribution 
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16. Minimum_Payments 

This indicates the minimum amount of payments made by the customer. 

17. Prc_Ful_Payment 

This attribute indicates the percent of full payment paid by the customer. 

Figure 21: Minimum Payments Distribution 

Figure 22: Prc Full Payment Distribution 
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18. Tenure 

This indicates the tenure of the credit card service for the customer which is the pre-

agreed time period for the customer to repay the principal and interest in full to the 

bank. 

3.3   Data Preprocessing 
 

Before employing the targeted data to train the models, the data pre-processing is a 

required step since the real-world data is not always clean and well formatted. Generally, 

the raw datasets include null data points and also data may be collected from various 

measurements. These issues can be accommodated by applying data pre-processing 

techniques. This is a very crucial phase as it comprises with the numerous activities of 

converting the raw data into the final processed dataset. The resultant dataset from the 

preprocessing phase then can be fed into the machine learning models to obtain the 

separate clusters of the customers. In the Data preprocessing phase, Data Reduction, Data 

cleaning, imputing missing values, removing outliers, Creation of new variables, Data 

normalization and the data transformation are the activities which will be performed. 

Figure 23: Tenure Distribution 
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3.3.1   Handling Missing Values 
 

When performing the exploratory data analysis using the dataset, one of the earliest things 

to detect is the existence of the missing values in the dataset. These missing values will be 

caused by reducing the quality of the dataset, furthermore, reducing the accuracy of the 

models that are trained on that data. Hence, the missing values handling is a very crucial 

part of data preprocessing. Missing data is an ordinary issue in datasets and yields to affect 

in a negative manner on the conclusions drawn from the data. However, it is not a good 

practice to remove the data records that contain missing values directly since the size of 

the dataset will then be lesser which means there will be less data for the model. Seaborn 

graphs were plotted for the customer dataset to identify the missing values and 

corresponding features (Kelleher et al., 2015). 

There are several data imputation methods to overcome the missing value problem. 

• Forward Fill (ffill) 

In this strategy, the value preceding the occurrence of the missing value is 

selected to fill the missing value. This technique is commonly used with time 

series data. 

• Back Fill (bfill) 

Intuitively, this strategy chooses the valid value of the succeeding data record 

to fill up the missing value. 

• Filling with the Mean 

Generally, this is the most commonly used method and here, the mean value 

of the attribute will be used to fill up the missing value. This can be used with 

the numeric columns. 

 

According to figure 24, there are multiple missing values in Minimum_Payments attribute 

on the dataset and according to figure 25 there are several missing values in Credit_Limit 

and Minimum_Payments attributes.  
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The missing values in Credit_Limit and Minimum_Payments attributes in the 

customer dataset are imputed using filling with the mean approach since both the 

columns are numeric columns and this approach is the most commonly used 

approach to handling the missing values. 

Figure 24: Missing Data visualization – Seaborn heatmap 

Figure 25: Missing value count 
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3.3.2   Outlier Detection 
 

The dataset contains outliers which are significantly differ and far from the other 

observations. Which are the data points that falls outside of the overall distribution of the 

data.  There are multiple ways to detect the outliers in the data. By using mathematical 

formulas, statistical approaches or visualization tools can detect the outliers in the data. 

Scatter plots, Box plots and Histograms are some popular outlier detection methods, and 

these can be used to identify the outliers of the data. However, outlier treatment will 

depend on the algorithms using for building the models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown in figure 26, the customer dataset is detected with the outliers and the outliers 

handled through the log transformation without deleting the records with outliers. Further 

standardization and normalization applied for further processing. 

Figure 26: Outlier Detection 
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3.3.3   Normalization and Standardization 
 

Scaling is one of the most crucial steps in data preprocessing phase in machine learning. 

Most commonly used feature scaling techniques are normalization and standardization. 

Normalization is used to transform the dataset features that are on different ranges of

values to a common scale. Normally the scale will be ranged from 0 to 1 or on some cases 

-1 to 1. The scaling is very important as if the ranges are relatively far apart it will badly 

affect to the learning process. There are various normalization methods available namely, 

the standard scaler, the min-max scaler etc. In the standard scaler scaling occurs 

independently on every feature by calculating the relevant statistics on the dataset. In min-

max scaling approach, the estimator scales each feature individually using the minimum 

and the maximum value in the dataset. However, this will depend on the algorithms using 

for training the models. The normalization and standardization applied to customer data 

and figure 27 depicts the box plots of features in the customer data after this process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 27: Normalization and Standardization 
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3.3.4   Feature Selection 
 

Feature selection is another significant factor to be considered in the data pre-processing 

phase which significantly counterfeits the performance of the machine learning model. 

There are widely used feature selection techniques in machine learning which are Uni-

variate Selection, Bivariate Analysis, Furthermore the Feature Importance Analysis and 

Correlation Matrix with Heat map (Shaikh, 2018).  

 

3.3.5   Dimensionality Reduction 
 

Generally, most of the clustering algorithms are not competent for handling high-

dimensional data and these algorithms are more efficient and accurate when the number 

of features is relatively small which means approximately below 10 number of attributes 

(Han, et al., 2011). 

 

One of the widely used approaches for dimensionality reduction along with clustering is 

to use Principal Component Analysis (PCA) to extricate the important components from 

the original dataset, which are then used to perform the clustering. The PCA is an 

unsupervised learning technique that deems for a significant ratio of the variation in the 

dataset along with projecting the data into a low-dimensional feature space (James, et al., 

2013). Thus, achieving the principal components of the data which are a series of 

projections of the data that are mutually uncorrelated from each other and ordered in 

variance. The PCs of a dataset in ℝ𝑝 provide a sequence of best linear approximations to 

that particular dataset, of all ranks 𝑞≤𝑝 (Hastie, et al., 2009). 

 

3.3.5   Encoding 

 
The datasets consist of different data types such as numerical, categorical, etc. 

Nevertheless, when the dataset is used in machine learning techniques or deep learning 

techniques, the categorical data has to be encoded to an applicable numeric form before 

the customer data are utilized for modeling.  
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3.4   Modeling 
 

In this research six different unsupervised machine learning models will be trained on the 

same customer dataset. Six different clustering algorithms will be utilized in this study to 

perform the customer segmentation for the targeted customer dataset. For each model, the 

cluster analysis, distributions of the features among the clusters will be discussed and 

visualized.  

 

The customer segmentation results of each model will be visualized. Further, Evaluation 

of results and comparison between the performances of each machine learning model will 

be presented. Finally, after evaluation of the cluster results obtained through training the 

clustering models the most accurate model will be selected to build the prototype of the 

cluster prediction system. This will be achieved using the supervised machine learning 

algorithms. Therefore, this research methodology employs a hybrid approach. 

 

3.4.1 Customer Segmentation Model Building 
 

The modeling of the customer segmentation utilized unsupervised machine learning 

algorithms and here six clustering algorithms were selected for the model training to obtain 

the customer groups or the clusters. For this k-means clustering, agglomerative clustering, 

spectral clustering, gaussian mixture model-based clustering, DBSCAN clustering, and 

BIRCH clustering were utilized for the cluster analysis and comparison. The definitions 

of selected clustering algorithms and their factors are briefly described below.  

 

K-Means Clustering 
 

K-Means clustering algorithm is one of the most popular unsupervised machine learning 

algorithms. Conventionally, unsupervised algorithms are used with unlabeled datasets to 

obtain the inferences from the data. K-means algorithm is a Partitional Clustering 

approach which divides the data objects into non overlapping groups. 
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The main objective of this algorithm is to obtain K groups of similar data together and to 

discover the patterns of data. The figure 28 depicts the main flow of the kmeans clustering. 

The K-means algorithm works iteratively to assign each and every data point in the dataset 

to one of K groups based on the provided features. Data points are clustered based on 

similarity of features. The inputs for the K-means algorithm are the number of clusters Κ 

and the provided data set. The output of the algorithm is a group of k number of clusters.  

 

 In the first iteration, the initial cluster centers are selected arbitrarily from the dataset, and 

the algorithm then iterates between two steps until there are no changes in the cluster 

centers. This step proceeds iteratively through reassigning each object to the cluster in 

accordance with the similarity of the object to the cluster based on the mean value in the 

objects in that cluster. And then the cluster means will be recalculated accordingly for the 

objects in each cluster (Arora et al, 2016). 

 

 

 

Figure 28: Classic K-means algorithm 
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Hierarchical Clustering 
 

Hierarchical clustering determines the cluster assignments by building a hierarchy of 

clusters. These algorithms produce a tree-like diagram including hierarchy of points called 

a dendrogram. By cutting the dendrogram at a specified depth, clusters can be formed. 

This will result in k number of groups of smaller dendrograms. There are two strategies 

for the algorithm; this can be implemented by either using a bottom-up or using a top-

down approach: 

• Agglomerative clustering represents the bottom-up approach. In this algorithm, it 

is not required to pre-specify the number of clusters. This will treat each data point 

as a singleton cluster and then it successively merges or agglomerates the two 

points that are the most similar until all cluster points have been merged into a 

single cluster that includes all the data.  

• Divisive clustering represents the top-down approach. I is not needed to specify 

the number of clusters in this algorithm as well. This approach requires a procedure 

for splitting the cluster which contains all the data. It starts with splitting the least 

similar clusters recursively until single data points have been split into a singleton 

cluster (Salvador et al, 2004). 

 

Spectral Clustering 
 

Spectral clustering is a clustering technique that aids with roots in graph theory, where this 

approach is used to obtain communities of nodes in a graph. This identification is based 

on the edges that connect the nodes. This is a flexible method that provides a method to 

cluster the non-graph data as well. 

 

In this clustering technique, the data points are treated as nodes of a graph. Hence, spectral 

clustering is a graph partitioning problem. Then the nodes are mapped to a low-

dimensional space that can be segregated easily to form the clusters. The main objective 

of spectral clustering is to cluster the data that is connected but not necessarily compact or 

clustered within convex boundaries. 



 
 

 
 

 

47 
 
 

 

 

Spectral clustering employs information from the eigenvalues (spectrum) of special 

matrices built from the graph or the data set. Figure 29 depicts the difference of Spectral 

Clustering and K-means Clustering. 

 

When comparing the kmeans and spectral clustering method, kmeans is based on the 

Compactness clustering approach where the data points that lie close to each other will be 

group in the same cluster and these points are compact around the cluster center.  

Spectral Clustering is based on Connectivity clustering approach where the data points 

that are connected or immediately next to each other will be fall in the same cluster. 

Whether the distance between two points is smaller, the two points will not be in the same 

cluster if they are not connected to each other. The main three steps involved in spectral 

clustering are respectively, constructing a similarity graph, projecting the data into a 

lower-dimensional space, and clustering the data.  

 

First the algorithm forms a distance matrix from the given data points. Then the distance 

matrix will be transformed into an affinity matrix - A. Affinity metric determines the 

closeness of two points. Then the Degree matrix - D and the Laplacian matrix - L will be 

computed (L = D – A). Next step of this algorithm is to find the eigenvalues an 

eigenvectors of L. Then a matrix will be formed with the eigenvectors of k largest 

eigenvalues which computed from the previous step. Then this algorithm normalizes the 

vector to obtain the clusters of the data points in k-dimensional space. 

 

Figure 29: Spectral Clustering vs K-Means Clustering 
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Gaussian Mixture Models 
  

The Gaussian Mixture Models (GMMs) are probabilistic models that suppose in the 

dataset there will be a certain number of Gaussian distributions and assume that the 

clusters can be represented by these distributions. Therefore, a Gaussian Mixture Model 

aims to group the data points that belong to a single distribution together. In other words, 

the GMMs tend to model the dataset as a mixture of several Gaussian Distributions. This 

is the core idea of the Gaussian Mixture Model. This model utilizes the soft clustering 

technique for assignment of data points to the Gaussian distributions. 

 

In one dimensional space, the probability density function of a Gaussian distribution is 

given by: 

 

Where, μ describes the mean and σ2 describes the variance.  

 

For two-dimensional space Gaussian distribution, the probability density function is given 

by: 

 

 

 

Where, x, μ and Σ are respectively the input vector, 2D mean vector and 2×2 covariance 
matrix.   

Above function can be generalized for d-dimensions where, the multivariate Gaussian 
model could have x and μ as vectors of length d, and Σ could be the d x d covariance 
matrix. 

 

 



 
 

 
 

 

49 
 
 

 

 

 

 

 

Therefore, for a dataset with d features, there could be a mixture of k Gaussian 

distributions where, k represents the number of clusters and each of these clusters have a 

certain mean vector and variance matrix. 

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) 
 

This is a base algorithm of the Density-Based Clustering approach. As the name implies 

DBSCAN algorithm can discover distinctive groups or clusters of various shapes and sizes 

from a large amount of data containing noise and outliers. This algorithm is constructed 

on the assumption that a cluster in the data space is a contiguous region of a high point 

density where it is separated from other clusters by the contiguous regions of low point 

density. DBSCAN groups the data points which are ‘densely grouped’ into a single cluster. 

This algorithm can identify clusters in large spatial datasets by observing the local density 

of these data points (Xu et al, 2008). 

 

The most important feature of DBSCAN clustering is that it is robust to outliers. And it is 

not required to pre-specify the number of clusters for the algorithm. The DBSCAN 

requires only two parameters which are the epsilon and the minPoints. The parameter 

epsilon is used to represent the radius of the circle which will create around each data point 

to check the density. The parameter MinPoints is used to represent the minimum number 

of data points required inside that circle for that data point to be classified as a Core point. 

In the higher dimensions, the circle would be a hypersphere and the epsilon would be the 

radius of that hypersphere, and minPoints would be the minimum number of data points 

required inside that hypersphere.  

Figure 30: Gaussian Distributions 
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As depicted in figure 31, DBSCAN provides three types of points when the clustering is 

complete. This algorithm creates a circle of epsilon radius around each and every data 

point and then it classifies them into Core point, Border point, and Noise. A data point 

will become a Core point if the circle around it contains at least ‘minPoints’ number of 

data points. If the number of data points is less than the minPoints, then it will be classified 

as a Border Point, and if there are no other data points around any data point within an 

epsilon radius, then it will be treated as a Noise point. 

 

BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies)  
 

BIRCH Algorithm is a scalable clustering technique which is based on hierarchy 

clustering and this algorithm only requires scanning the database for one time. Thus, this 

method is a fast technique when working with large datasets. This clustering method has 

four main phases namely, scanning the data into memory, condensing or resizing the data, 

further the global clustering, and refining clusters. This is mainly based on the clustering 

feature trees(CF trees). Furthermore, this algorithm employs a tree structures summary to 

perform the clustering of the data. This tree structure produced through the BIRCH 

algorithm is known as the CF tree. 

Figure 31: DBSCAN Clustering 
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As shown in the figure 32, this algorithm compresses the input data into a set of CF tree 

nodes. Further, those nodes will have many sub-clusters, and these are known as the CF 

subclusters. Then in the next phase these subclusters will be grouped into larger clusters 

and as a result this will produce an overall smaller CF-tree. In the global clustering phase 

almost any of the clustering algorithm can be applied to cluster the features rather than the 

data points. The final phase includes the steps of correcting the inaccuracies that been 

caused by applying the clustering algorithm to the summary of coarse data. Also this phase 

includes detecting and removing the outliers as well.(Anthony D. and Joana A., 2018) 

 

As described in this section these six selected unsupervised machine learning algorithms 

in this study the clustering algorithms will be applied and trained on the targeted customer 

dataset for cluster analysis and cluster the unlabeled dataset. Afterwards, the results of 

cluster analysis and performance will be evaluated of these six different models. The 

internal cluster evaluation techniques  will be used to evaluate the cluster validity results 

of the clustered obtained through training these models.  

 

Figure 32: BIRCH Overview 
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The most performed and most accurate clustering algorithm will be selected to 

interpretation of the cluster results and to gain the insight of the customer profiles 

according to the customer segmentation results.  

 

Finally, the resultant clustered dataset obtained through the above phase will be utilized 

to build the prototype of predicting the customer segmentation of the given data input 

according to the obtained cluster results. For the predicting system supervised machine 

learning algorithms will be used to building the predictive model.  

 

 

 

Then the most accurate model will be used to build the prototype of the cluster predicting 

system. The following supervised machine learning models will be trained on the 

segmented customer dataset. The labels or the targets will be the cluster results obtained 

through training the clustering algorithms. The Figure 33 depicts the approach using for 

the prediction model. 

 

 

 

 

 

 

 

Figure 33: Approach for building a data-driven prediction model 
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3.4.2 Customer Segment Prediction Model Building 
 

In the following section, the definitions of selected multiclass classification algorithms 

and their factors are briefly described. These algorithms will be used to solve the 

classification problem of labelling the future customers into one of the identified customer 

segments. 

 

Multinomial Logistic regression 
 

Logistic regression is one of the popular classification algorithms used for numerous 

domains such as traditional statistics, social science and medicine fields. This algorithm 

is used for binary classification problems in which there will be two classes, nevertheless 

this algorithm can be extended to solve multiclass classification problems. Multinomial 

logistic regression is the extended version of the logistic regression algorithm. This 

multiclass classification algorithm can be utilized to classify more than two categories of 

the dependent or targeted variable. Same as the binary logistic regression, multinomial 

logistic regression also uses the maximum likelihood estimation to evaluate the probability 

of categorical outcome. All the probabilities are non-negative values, and the sum is equal 

to one. (Osborne, 2012) 

 

Decision Tree 
 

Decision tree is a supervised learning technique which can be used for classification and 

regression. This can be utilized for  predictions for a target variable employing a tree 

shaped learning process, which are known as the decision rules. This algorithm infers the 

target class labels along with a set of sequential if-else statements that are repeated with 

the features. This is a powerful learning technique for the reason that this algorithm can 

be applied for any non-linear relation. As shown in figure 34, the decision tree algorithm 

is learning from the data which approximate a sine curve with the decision rules that is a 

set of if-then-else statements. When the tree is deeper, the decision rules will be complex 

thus means a fitter model (Sawicz et al., 2014) 
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Random Forest 
 

Random Forest is also known as random decision forests is a powerful machine learning 

method used in classification and in regression. This algorithm employs an ensemble 

learning method where many classifiers will be combined to provide the solution for 

complex problems. In classification this ensemble algorithm produces the output which is 

the class chosen by most of the trees in the forest.  

 

The forest is generated from the random forest algorithm is trained using bagging or rather 

bootstrap aggregating. Bagging is an ensemble meta-algorithm in machine learning, and 

this is used to improve the accuracy of the algorithms. Further this is used in random forest 

to improve the accuracy of the algorithm. Thus, this algorithm  holds unexcelled in 

accuracy among other machine learning algorithms, further this algorithm is capable of 

handling a broad amount of data effectively and efficiently (James, et al., 2013). 

 

Figure 34: Decision Tree, learning sine curve 
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The following high-level architectural diagram shown in figure 35 illustrates the hybrid 

approach model which utilizes both the unsupervised learning model(ULM) and 

supervised machine learning model (SLM) of the proposed system.  

 

 

 

The prototype of the customer segmentation prediction application is principally based on 

the cluster analysis of the customer dataset. The raw customer dataset will be preprocessed 

before feeding into the cluster analysis. Afterwards, the resultant dataset of the cluster 

analysis provides the capability for applying the supervised learning models where the 

obtained clusters will be the target label of the dataset. The class imbalance handling, and 

necessary splitting dataset are performed on the clustered dataset before training the 

prediction model. 

 

This chapter comprised with the methodology of the research project and the upcoming 

chapter will discuss the evaluation and results of the research study. 

 

 

 

 

Figure 35: General design architectural Diagram of the proposed system 
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CHAPTER 4: EVALUATION AND RESULTS 
 

In this chapter, the evaluation of the analysis with the results obtained from the research 

project, the evaluation metrics used to assess the implemented system, cluster analysis, 

and insight into the customer segments are explained. Afterward, a comparison of the 

machine learning models is presented and discussed. Furthermore, the prediction 

modeling using supervised learning models is discussed and evaluated. 

 

4.1 Evaluation of the Results 
 

4.1.1 Correlation Matrix with Heat Map 
 

The term Correlation is a statistical measure that measures the strength of a relationship 

among two variables. When the correlation is positive means that the two variables are 

moving in the same direction which means that when one variable increases, the other 

variable is also increasing relatively. On the other hand, when a correlation is negative 

means that the two variables are moving in the opposing directions i.e., when one variable 

increases, the other variable will decrease. A correlation matrix is analyzed in the study to 

recognize the relations with the attributes of the customer dataset.  

 

The figure 36  presented the correlation between independent and dependent variables. 

As shown in the figure, the value in each square depicts the correlation among variables in 

the dataset and as depicted above the values are ranging from -1 to +1 where negative 

values represent a negative correlation between the attributes and the positive values 

represent a positive correlation between the attributes. From the above correlation matrix 

below relationships can be identified. 
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• Balance has a higher level of correlation with Cash Advance, Credit Limit and Cash 

Advance Frequency 

• Payments variable has a high correlation with Purchases and one-off Purchases 

• Tenure has a negative correlation with Cash Advance and Cash Advance Frequency 

variables 

• Purchases, one-off purchases, and installment purchases are highly correlated. 

• Customers don't make full payments when the balance is high 

• Purchase frequency feature and cash advance frequency feature are negatively 

correlated. That is as the purchase frequency is high, the number of times cash is paid 

in advance is less and vice-versa 

Figure 36: Correlation Matrix with Heat map 
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4.1.2 PCA Analysis 
 

PCA is a dimensionality reduction method, and this can be used to reduce the 

dimensionality of highly interrelated variable by transforming the variables in the dataset 

into a new set of variables, these newly constructed variables are known as the principal 

components. Since the customer dataset is highly correlated and has many features PCA 

analysis is performed as a dimensionality reduction method to recognize the hidden 

patterns of the dataset by alleviating the variances.  

 

 

 

 

 

 

 

 

 

 

 

 

Generally, this method follows the technique of feature extraction. Figure 37 depicts the 

correlation matrix plot aids for component loadings. Here, both the positive and negative 

measures in the component loadings reflect the positive and negative correlation of the 

variables with the PCs, and the loadings represent the covariances/correlations among the 

original variables and the unit-scaled components.  

 

Figure 37: Correlation matrix plot for component loadings 
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The PCA method process a computation of the eigenvalue decomposition using an 

estimation value of the covariance matrix of the given data set and then this method uses 

the most essential eigenvectors for projecting the feature space into a lower dimension 

space.  

 

 

 

 

 

Figure 38 depicts the calculated eigenvalue for each PC explaining the variance ration of 

PC1 to PC17. Figure 39 depicts a cumulative  value of the eigenvalues of each PCs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The scree plot depicted in figure 40 helps to identify the number of PC components of the 

customer data set that explain most of the variation in the data. In PCA analysis, a scree 

plot is used to depict a line plot of the eigenvalues of the principal components. 

Figure 39: Cumulative proportion of variance (from PC1 to PC17) 

Figure 40: Scree Plot 

Figure 38: Eigenvalues; Variance explained by each PC 
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After the analysis of the PCA results, the acceptable variance level is decided for the 

customer dataset. As shown in figure 41, in this study an 80% of variance is considered 

and the number of PC components extend up to PC5.  

 

The table 5 describes the reduced five principal component factors along with the features 

of the customer dataset. 

 

 

 

 

Figure 41: PCA Variance graph 

Table 5: Reduced PC factors 
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4.1.3 Clustering Model Analysis 
 

In this section, the cluster analysis evaluation is presented with the distribution and 

obtained cluster results through training six different clustering algorithms.   

 

4.1.3.1 K-Means Clustering 
 

The hyperparameter tuning is performed on the final processed dataset to obtain the 

optimal number of clusters for the K-Means clustering algorithms. And for other 

clustering algorithms similar evaluation performed in order to identify the optimal number 

of clusters. 

 

As shown in figure 42, an elbow plot graphs the WCSS value against the no of clusters. 

When analyzed the graph we can determine that the graph is rapidly changing at the point 

of 4 and this point is treated as the elbow point of the graph. After this point the WCSS 

value starts to decrease. 

 

 

 

 

 

 

 

 

 

   

Figure 42: Elbow Plot 



 
 

 
 

 

62 
 
 

 

For further analysis, as shown in figure 43 an Elbow plot with the Silhouette score is 

depicted for the K-Means clustering algorithm and from this graph we can identify that 

the optimal value for k is 4 for the clustering the customer dataset. 

 

 

 

 

 

 

 

 

 

 

After deciding the optimal value for the clustering algorithm, the K-Means clustering 

algorithm is applied to the customer dataset and the cluster result is shown in figure 44. 

PC1 and PC2 used for visualization of clusters 2D plot. 

 

 

 

 

   

Figure 43: Silhouette score Elbow plot 

Figure 44: Cluster result obtained through K-Means 
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According to the obtained result, the data distribution among 4 clusters is shown in figure 

42 and for the cluster 0 there are 2532 customers, for the cluster 1 there are 1489 

customers, for the cluster 3 there are 2712 customers, and further cluster 3 has a total of 

2712 customers. 

 

 

 

 

 

 

 

 

According to the obtained result, the data distribution among 4 clusters is shown in figure 

45 and for the cluster 0 there are 2532 customers, for the cluster 1 there are 1489 

customers, for the cluster 3 there are 2712 customers, and further cluster 3 has a total of 

2712 customers. Figure 46 depicts the 3D plot of the clusters obtained using PC1, PC2 

and PC3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 45: Customer data distribution among clusters - K-Means clustering 

Figure 46: 3D plot of cluster visualization(KMeans) 
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4.1.3.2 Hierarchical Clustering 
 

Hierarchical clustering produces a hierarchy of clusters when performed on the given 

dataset. Generally, the merges and the splits of the hierarchy are persevered in a greedy 

manner. This can be visualized by using a dendrogram which is a tree-like diagram. 

Dendrogram records the sequence of merges or splits of the clusters. Figure 47 depicts the 

dendrogram used to divide a cluster of data into many different clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The bottom-up approach of the hierarchical clustering is called Agglomerative clustering 

and this clustering algorithm is used for cluster analysis of the customer dataset.  

 

Figure 47: Dedrogram 
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The optimal number of clusters obtained through hyperparameter tuning before 

performing the agglomerative clustering algorithm on the processed dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The figure 48 depicts the Silhouette score obtained for Agglomerative clustering to 

determine the optimal number of clusters before performing the clustering and according 

to the plotted bar graph we selected 4 as optimal number of clusters. As mentioned in the 

chapter 2 literature survey the higher silhouette score depicts a better clustering.  

 

When the Silhouette Coefficient is high, it indicates that the object is properly matched or 

more similar to its own cluster on the other hand the object of the cluster is poorly matched 

or dissimilar to its neighboring clusters. When the number of clusters equal to 4 the 

Silhouette score is higher according to the above graph. Hence, the no of clusters selected 

to be 4 for the cluster analysis. 

 

 

 

Figure 48: Silhouette score of Agglomerative clustering 
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After deciding the optimal value for the clustering algorithm, the agglomerative clustering 

algorithm is applied to the customer dataset and the cluster result is shown in the figure 

49. PC1 and PC2 used for visualization of clusters 2D plot. Figure 50, pie chart depicts 

the distribution of data among four different clusters. 

 

 

 

 

 

 

 

 

 

 

 

Figure 49: Cluster result obtained through Agglomerative clustering 

Figure 50: Customer data distribution among clusters - Agglomerative clustering 
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4.1.3.3 Spectral Clustering 
 

The optimal number of clusters is obtained through hyperparameter tuning before 

performing the spectral clustering algorithm on the processed customer dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

The figure 51 depicts the Silhouette score obtained for Spectral clustering to determine 

the optimal number of clusters before applying the spectral clustering model to obtain the 

customer segments. When the number of clusters equal to 4 the Silhouette score is higher 

according to the above graph. Hence, the no of clusters selected to be 4 for the cluster 

analysis. 

 

Here, two different spectral clustering models were trained with two different values for 

the affinity matrix parameter. As mentioned in the former chapter spectral clustering 

employs a graph called affinity matrix also known as adjacency matrix where the rows 

and columns represent the nodes of the graph. We have considered a Gaussian kernel and 

Euclidian distance for parameter affinity. 

 

Figure 51: Silhouette score of Spectral clustering 
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Figure 52 depicts the cluster results obtained through performing the spectral clustering 

model with Gaussian Kernel. As shown in figure 53, Cluster 0 has about 20% distribution 

of the customer data, cluster 1 has 23% distribution, cluster 2 has 29% distribution of data, 

and cluster 3 has 27% distribution of data according to the obtained cluster results. 

 

 

  

 

 

 

 

 

 

Figure 52: Cluster result obtained through Spectral clustering(rbf) 

Figure 53: Customer data distribution among clusters - Spectral clustering (rbf) 
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Figure 54 represents the cluster results obtained by training the spectral clustering model 

with Euclidean Distance. As shown in figure 55, Cluster 0 has about 21% distribution of 

the customer dataset, cluster 1 has only 3% distribution, cluster 2 has 23% distribution, 

and cluster 3 has 54% distribution of data according to the obtained cluster results. We 

can identify that the spectral clustering with Gaussian kernel has a better distribution and 

is a fitter results by analyzing the obtained cluster results. 

 

 

 

 

 

 

 

 

 

Figure 54: Cluster result obtained through Spectral clustering(nearest_neighbors) 

Figure 55: Customer data distribution among clusters - Spectral clustering (nearest_neighbors) 
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4.1.3.4 Gaussian Mixture Model 
 

Hyperparameter tuning is performed on the processed customer dataset for Gaussian 

Mixture Based Clustering to identify the optimal number of clusters before training the 

cluster model.  

 

 

 

 

 

 

 

 

 

 

 

As shown in figure 56, the Silhouette score has a maximum value when the number of 

clusters is equal to 3. Hence, we selected the optimal number to be 3 for the GMM based 

clustering. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 56:Silhouette score of Spectral clustering 

Figure 57: Cluster result obtained through GMM based clustering 
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Figure 57 depicts the cluster results obtained through GMM based clustering and the 

cluster visualization is done by the aid of PC1 and PC2 to in the 2D space. As shown in 

figure 58, Cluster 0 has about 44% distribution of the customer dataset, cluster 1 has 

ABOUT 40% distribution, and cluster 2 has 17% distribution according to the obtained 

cluster results.  

 

 

 

 

 

 

 

 

 

 

Figure 59 depicts the 3D plot of the clusters obtained through performing the GMM based 

clustering using PC1, PC2 and PC3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 58: Customer data distribution among clusters - GMM based clustering 

Figure 59: 3D plot of cluster visualization(GMM) 
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4.1.3.5 DBSCAN Clustering 
 

DBSCAN algorithm does not require to determine the number of clusters for performing 

the clustering. This algorithm only requires two parameters which are the epsilon and 

minPoints.  

 

The value for parameter minPoints has to be at least greater than the number of dimensions 

in the dataset. i.e., minPoints>=Dimensions+1. Hence the value for the 18 is selected as 

the value for parameter. 

 

The value for parameter epsilon can be determined by plotting the K-Distance graph. The 

maximum point curve is the graph is selected as the value for the parameter epsilon.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The figure 60 shows the plotted K-Distance graph for the processed dataset. According to 

this graph the maximum curve point is at 1.8 value hence, this value is selected as the 

optimum value for parameter epsilon. Then using these two parameters DBSCAN 

clustering is performed on the customer dataset. 

 

 

Figure 60: K-Distance Graph 



 
 

 
 

 

73 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results obtained by performing the DBSCAN algorithm is shown in figure 61, 

according to the above result the customer base is clustered up to four different clusters. 

The above 2D plot is visualized using PC1 and PC2 components. We can identify that the 

distribution of clusters is not appealing when analyzing cluster distribution which is 

depicted in figure 62. 88% of the customer dataset is grouped as cluster 0 and 11% for 

cluster -1. The other cluster distributions are relatively small when compared to cluster 0. 

 

 

 

 

 

 

 

 

 

 

 

Figure 61: Cluster result obtained through DBSCAN clustering 

Figure 62: Customer data distribution among clusters - DBSCAN clustering 
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4.1.3.6 BIRCH Clustering 
 

The process of hyperparameter tuning is performed on the customer dataset before training 

the BIRCH clustering model to identify the optimal number of clusters. 

 

 

 

 

 

 

 

 

 

 

The result of the Silhouette score for number of clusters is shown in figure 63, the 

Silhouette score has a maximum value when the number of clusters is equal to 5. Hence, 

we selected the optimal number to be 5 for training the BIRCH clustering model. 

 

 

 

 

 

 

 

 

 

 

 

The cluster results obtained by performing the BIRCH algorithm is shown in figure 64. 

The cluster visualization is depicted using the PC1 and PC2 components for 2D space 

visualization.  

Figure 63: Silhouette score of BIRCH clustering 

Figure 64: Cluster result obtained through BIRCH clustering 
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To identify the distribution of the customer base among these five different clusters from 

the distribution pie chart was plotted as shown in figure 65. 

 

 

 

 

 

 

 

 

 

 

According to the distribution chart the cluster 0 has 23% distribution of the customer data, 

cluster 1, cluster 2 and cluster 3 has 22% of the distribution, and cluster 4 has 11% of the 

distribution of the customers. Figure 66 depicts the 3D plot of the obtained cluster results 

using the PC1, PC2 and PC3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 65: Customer data distribution among clusters – BIRCH clustering 

Figure 66: 3D plot of cluster visualization(BIRCH) 
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4.1.4 Cluster Results Evaluation and Interpretation 
 

The clustering evaluation can be divided into two main types: External Measures and 

Internal Measures. The external measures are evaluated with the ground truth labels of the 

dataset and the internal measures are evaluate based on the cohesion and separation of the 

clusters. In this research project internal cluster analysis method is used to evaluate the 

cluster results as the customer dataset does not have any ground truth labels and this is 

purely based on unsupervised learning.  

 

Table 6: Clustering Model Evaluation Results 

 

 

 

 

Clustering Model Davies-
Bouldin 
index 

Silhouette 
score 

Calinski &  
Harabasz 
score 

KMeans Clustering 1.3369 0.3042 3759.5100 

Agglomerative 

Clustering 

1.5085 0.2281 2806.1391 

Spectral 

Clustering(rbf) 

1.3062 0.3055 3690.4564 

Spectral Clustering 

(nearest-neighbor) 

1.6023 0.1208 1979.3887 

Gaussian Mixture  

Model 

1.4002 0.2576 3291.0562 

DBSCAN 

Clustering 

2.9476 -0.2817 42.2742 

BIRCH Clustering 1.6386 0.1966 2391.1380 
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The cluster evaluation results are shown in the table 6 and according to the obtained 

evaluation results, the highest silhouette score value reported in Spectral clustering model 

with Gaussian kernel. The lowest Davies-Bouldin index is also reported in the Spectral 

clustering with Gaussian kernel model. Highest Calinski & Harabasz score is reported in 

K-Means algorithm, the second highest value is reported in Spectral algorithm(rbf).  

 

As discussed in chapter 2 through inter cluster evaluation methods, the better clustering 

result will be achieved through higher Silhouette score, with a lower Davies-Bouldin index 

and with a higher Calinski and Harabasz score. Therefore, the best clustering analysis from 

the six different clustering models that trained on the same processed customer dataset is 

the Spectral clustering Model with the Gaussian Kernel. The cluster results obtained 

through spectral clustering is used to interpret the cluster results and to gain an insight 

about the different customer profiles in the customer dataset.  

 

 

 

 

Figure 67: Plot comparison of Balance of each cluster 

Figure 68: Plot comparison of Balance_Frequency of each cluster 
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Figure 70: Plot comparison of One-off Purchases of each cluster 

Figure 71: Plot comparison of Installments_Purchases of each cluster 

Figure 72: Plot comparison of Cash Advance of each cluster 

Figure 69: Plot comparison of Purchases of each cluster 
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Figure 73: Plot comparison of Purchases_Frequency of each cluster 

Figure 74: Plot comparison of Purchase_Installments_Frequency of each cluster 

Figure 75: Plot comparison of One-off_Purchases_Frequency of each cluster 

Figure 76: Plot comparison of Cash_Advance_Frequency of each cluster 
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Figure 77: Plot comparison of Cash_Advance_Trx of each cluster 

Figure 78: Plot comparison of Purchases_Trx of each cluster 

Figure 79: Plot comparison of Purchases_Tr 

Figure 80: Plot comparison of Credit_Limit of each cluster 
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The feature distribution of customer data among obtained four clusters are shown in above 

figure 67 – 83. This cluster distribution results are obtained through performing the 

spectral clustering to the customer dataset. 

 

Figure 81: Plot comparison of Minimum_Payments of each cluster 

Figure 82: Plot comparison of Pcc_Full_Payment of each cluster 

Figure 83: Plot comparison of Tenure of each cluster 
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The table 7 describes the mean value for each feature among the four different clusters. 

The means values were identified since the mean values presents a good indication of the 

distribution of customer data among four different customer groups. For further analysis 

the feature importance of customer data attributes is plotted. Figure 84 depicts the feature 

importance identified through the feature importance analysis. 

 

Feature importance analysis was utilized in the cluster analysis to gain a better insight into 

customer profiles. The obtained results are used to determine the different customer groups 

when performing the customer profiling of the different groups. These important features 

are useful to distinguish the customer segments conveniently.  

 

 

 

Table 7: Mean of each feature for each cluster 
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According to the obtained results of feature importance analysis, the following features 

were selected as the KPI index of the customer dataset for better analysis of the data 

distribution. 

 

 

 

 

Figure 84: Feature Importance of Customer Data attributes 

Figure 85: KPI Features 
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Figure 86 depicts a snake plot of the data of the customer data, the KPI features were 

plotted for gain an insight of different customer profiles. 

 

 

As shown in figure 87, a bar graph is plotted to gain a better insight into each customer 

segment. According to the plotted snake plot cash_advance_trx feature and purchase_trx 

feature distribution look similar among four clusters hence, these two attributes were 

disregarded when plotting the bar graph. 

 

Figure 86: Snake plot of KPI Feature distribution among clusters 

Figure 87:  Bar graph of cluster interpretation 
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Table 8: Descriptive analysis of Cluster 0 

Table 10: Descriptive analysis of Cluster 1 

Table 9: Descriptive analysis of Cluster 2 

Table 11: Descriptive analysis of Cluster 3 
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Table 8-11 depicted above describes the statistical analysis of the four different clusters. 

This information were utilized identify the descriptive statistical analysis of the data 

distribution between the obtained four different clusters. As shown in above tables, the 

mean value, standard deviation, minimum value, first quartile, median, third quartile, and 

finally the maximum value of the customer records of the selected features are reported. 

The pair plot shown in figure 87 depicts the pairwise relationships among the selected KPI 

features of the customer dataset. The different colors represent the four different clusters 

of the customer data. The cluster label value was used as the hue parameter to depict the 

visualization of the distribution of features among the clusters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 88: pair plot of KPI features of the customer data among four clusters 
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According to the results obtained through cluster analysis, cluster evaluation, cluster 

interpretation and descriptive statistical analysis the four different customer groups are 

identified from the targeted customer dataset and the unique features of these four 

customer segments are identified.  

 

Cluster 0:  

This customer group reported the lowest balance amount, lowest payments amount, lowest 

cash advance rate, lowest credit limit and purchases are also relatively low. Hence this 

customer group is treated as New Customers. 

 

Cluster 1: 

This customer group reported lowest purchases where the installment purchases and one-

off purchases also reported as lowest along other customer groups. But this customer 

group has a higher credit-limit and scores the highest number of minimum payments and 

cash advance amount. This customer group rarely spends their money hence, this customer 

group is treated as Money Hoarders. 

 

Cluster 2: 

This customer group reported the highest credit limit, highest purchases, highest balance, 

highest payments, and highest one-off purchases. This customer group indicated as 

valuable customer group with higher amount of money and purchases. Hence these 

customers identified as the most valuable customer group and treated as Prime Customers. 

 

Cluster 3: 

This customer group reported the second lowest balance amount, second lowest payments, 

second highest purchases, second highest one-off purchases, higher credit limit. This 

group does not report any highest or lowest feature. Hence, this customer group is treated 

as Average Customers. 
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4.1.5 Prediction Model Evaluation 
 

The resultant customer segmentation obtained through performing clustering model were 

utilized to implement the prediction model to predict the future customer into identified 

segments. Supervised  models were modeled on the resultant clustered customer dataset 

to evaluate the prediction models. 

 

Before training the classification models SMOTE(Synthetic Minority Oversampling 

Technique) is applied on the dataset to handle the class imbalance of the four different 

clusters. This technique is applied since the imbalance classes effects to lessen the 

accuracy of the classification model. Figure 89 depicts the result of the clustered dataset 

after applying the SMOTE technique. 

 

 

 

 

 

 

The obtained dataset is split into train set and test set before training the classification 

models. Most of the previous researchers have split the dataset where the 80% of dataset 

belong to the training dataset and the 20% of the dataset was treated as the test dataset. 

Hence the commonly used ratio of 80:20 split was considered for the clustered customer 

dataset before performing the classification modelling. 

 

4.1.4.1 Multinomial Logistic Regression 
 

Before training the logistic regression model , VIF (Variance Inflation Factor) analysis is 

performed on the SMOTE dataset obtained to identify and remove the high variance 

features from the dataset. The logistic regression model supposes the gestures do not have 

strong multicollinearity and are independent variables.  

 

Figure 89: SMOTE on clustered dataset 
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The figure 90 described the VIF of each feature in the dataset and the features with high 

VIF value is removed from the dataset before applying the logistic regression model.  

Class labels are the four clusters obtained through the cluster analysis.  

 

 

 

 

 

 

 

 

 

 

The figure 91 shows the classification report obtained for Multinomial Logistic 

Regression model. Here an accuracy of 0.89 is reported with other classification metrices.  

Figure 90: VIF of features 

Figure 91: Classification report - Multinomial Logistic Regression 
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4.1.4.2 Decision Tree Classifier 
 

The figure 92 shows the classification report obtained for Decision tree classifier for the 

customer dataset. Class labels represent the four different clusters obtained through 

clustering analysis. Here an accuracy of 0.92 is reported with precision, recall, f1-score, 

and support for each class. We can identify that the Decision Tree classifier accuracy is 

higher than the Logistic Regression algorithm. 

 

 

 

 

 

 

 

 

 

 

4.1.4.3 Random Forest Classifier 
 

The Random Forest classifier is applied to the balanced dataset and the figure 93 depicts 

the classification report obtained for the RF classifier. Here, an accuracy of 0.96 is reported 

with the precision, recall, f1-score, and support metrices for each class label. 

 

 

 

 

 

 

 

 

 

Figure 92: Classification report - Decision Tree Classifier 

Figure 93: Classification Report - Random Forest Classifier 
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Table 12: Classification Report Evaluation Summary 

  Multinomial Logistic 

Regression 

Decision Tree 

Classifier 

Ensemble Random 

Forest Model 

accuracy  0.8888  0.9278  0.9615 

precision  0  0.88  0.92  0.95 

1  0.93  0.95  0.99 

2  0.88  0.91  0.94 

3  0.87  0.92  0.96 

recall  0  0.93  0.95  0.97 

1  0.96  0.95  0.97 

2  0.84  0.88  0.95 

3  0.82  0.93  0.96 

F1­score  0  0.90  0.94  0.96 

1  0.94  0.95  0.98 

2  0.86  0.90  0.95 

3  0.85  0.93  0.96 

 

 

Table 12 depicts the summary of the evaluation metrices of the three supervised learning 

models. According to the results obtained for classification modelling the RFM ensemble 

learning model reports the highest accuracy score. Hence, the Random Forest Model is 

selected for customer segmentation prediction modelling to predict the customer segment 

of the future customers.  
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The hyperparameter optimization is performed on the algorithm before building the 

random forest model to obtain a highest accuracy for the prediction model. Through 

hyperparameter tuning the optimal maximum depth parameter and optimal number of 

estimators are determined. 

 

 

 

 

 

 

 

 

 

 

According to the figure 94, the optimal maximum depth is the point in the graph where 

the RF model accuracy tends to stop improving. Here, it is identified that the accuracy of 

the model stops improving at the maximum depth of 12. Hence, the 12 is selected as the 

optimal depth for the RF model. 

 

The figure 95 depicts the no of estimator against the rf model accuracy in order to identify 

the optimal number of estimators for the random forest model. 

 

 

 

 

 

 

 

 

 

Figure 94: RF maximum depth and accuracy 

Figure 95: RF no. of estimators and accuracy 
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According to the above results it is identified that the highest accuracy point is reported at 

the point where the number of estimators is equal to 82. Hence, the optimal number of 

estimators is selected as 82 for optimize the prediction model accuracy. 

 

As shown in figure 96, after optimizing the RF model with hyperparameter tuning the 

model records an accuracy of 0.97. 

 

 

 

 

 

 

 

The figure 97 depicts the feature importance of the trained RF model. Feature importance 

in the random forest classifier is plotted to recognize the most significant features in the 

prediction model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 96: Accuracy score after RF model optimization 

Figure 97: Feature Importance of RF Model 
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4.2 Customer Segmentation Prediction System 
 

 

 

The output of the final result is a web application, and this can be accessed through a 

browser. The figure 98 represents the implemented customer segmentation system. The 

future customers can be predicted through this prototype web application. The obtained 

four different clusters is the base of the prediction and treated as the target class labels to 

segment the customer to the relevant group according to the built ensemble prediction 

model. For the implementation of the prediction model a hybrid learning approach was 

utilized. 

 

The machine learning model was implemented using python and the Streamlit python 

framework is used to create the web application after deployment of the model.  

 

 

Figure 98: Customer Segmentation Prediction Web Application 
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The end user can input the values for the parameters using the user input parameter side 

bar as shown in figure 99. Here, all the attributes of the customer record can be entered to 

obtain the customer segment of the input customer record. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 99: User input parameters 
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The customer segment labels as shown in figure 100 are the targeted classes for the 

prediction model and these segments are the resultant clusters obtained through training 

the clustering models for the customer dataset. The clustered dataset is the base for this 

model where the classification is performed on the clustered dataset targeting the above-

mentioned cluster labels and the predictions are made according to the obtained estimator 

rules. 

 

 

 

And the user input parameter is shown in the figure 101 and each parameter value is treated 

as a data frame for the prediction model and the prediction will be based on this input data 

of the customer record. 

 

 

Figure 100: Customer segment labels 

Figure 101: User input customer record 
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Finally, the prediction result will be shown under the customer segment prediction system 

and after analysis of the input customer record the resultant predicted customer segment 

is shown to the user as shown in figure 102. 

 

 

 

 

 

 

 

 

 

The prediction probability of the predicted customer segment is shown under the 

prediction probability section as shown in the figure 103. 

 

 

 

 

 

 

 

 

 

This chapter described the evaluation and results of the research study where this chapter 

comprised the information about the methodologies applied to obtain the research 

objectives, presentation of cluster analysis and results, evaluation of the obtained results 

and further the designs of the system prototype. The next chapter is the final chapter of 

the thesis which documents the conclusion consisting of the limitations faced during this 

research study and further the future works of the research study. 

 

Figure 102: Customer segment prediction 

Figure 103: Prediction probability 
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CHAPTER 5: CONCLUSION AND FUTURE WORK 
 

 

This chapter contains an overview of the research, a summarization of the findings of the 

entire research work, the limitations of the research study, and an outline of possible 

further improvements.  

 

Customer segmentation is a significant method used for segmenting the customer base 

based on the similarities that they share with the aspect of any dimension. In the eye of the 

business world, the key objectives of customer segmentation are focusing on strategies for 

new products and services development, deciding the most appropriate market 

communication for the relevant customers, constructing the most appropriate customer 

servicing and also customer retention strategies, and increasing company profits and their 

customer retention rate. 

 

This research study was focused on identifying the customer segmentation of the customer 

base by analyzing the customer purchasing pattern and gaining insight into the different 

customer profiles. The data science process applied to this research study is underlined 

with the CRISM-DM process. The customer dataset is preprocessed for a better result in 

clustering and prediction modeling. A hybrid approach was followed in this research study 

where the supervised learning model and unsupervised learning model were utilized for 

implementing the customer segmentation prediction system. The unsupervised machine 

learning was performed on the customer dataset to obtain the customer segmentation 

results whereas the outcome of the unsupervised learning model was the labeled dataset. 

The label of each customer record of the dataset identifies the cluster label to which that 

particular customer belongs in other words, the relevant customer group of the particular 

customer. Afterward, for the prediction model building supervised machine learning was 

performed on the clustered data set. 
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Clustering data is an intricated method where it involves the selection between several 

clustering methods and choosing the parameters and performance metrics to evaluate the 

cluster validity. To obtain the customer segmentation, clustering algorithms were 

performed on the customer dataset. For this research study six different clustering 

algorithms were selected and trained on the customer dataset. The selected algorithms are 

the k-means clustering, agglomerative clustering, spectral clustering, gaussian mixture 

model-based clustering, DBSCAN clustering and BIRCH clustering.  

 

According to the obtained outcome of cluster analysis the cluster evaluation was 

performed and the internal cluster evaluation metrices were used to evaluate the clusters 

using the cohesion and separation measures. Internal measures evaluate the clustering 

results based on the cohesion and separation of the clusters. External measures could not 

be used for this study since the customer dataset does not include any ground-truth labels. 

According to the cluster result evaluation the spectral clustering model provided the best 

clustering performance with the optimal cohesion, separation, and customer distribution 

among identified clusters.  

 

The highest silhouette score which is 0.3055 and the lowest Davies-Bouldin index which 

is 1.3062 and a higher Calinski and Harabasz score which is 3690.4564 reported on the 

spectral clustering evaluation and further according to the data distribution among the 

clusters this model resulted in a better distribution of the customer data among the 

identified four different clusters.  

 

Therefore, the cluster results obtained through training the spectral model was utilized for 

the prediction modelling and the three different classification algorithms were trained on 

the clustered dataset to evaluate the model accuracy. The Random Forest ensemble 

learning model was reported the best accuracy of 0.97 hence, the RF model was used to 

build the customer segmentation prediction model.  
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5.1 Limitations in the Research Study 
 

However, there are some limitations identified in this research study. The proposed 

customer segmentation algorithms require diverse and various customer data in order for 

better validation. Here, we had a customer dataset of only one New York City bank and 

the dataset has data collected only for a period of six months about the customers and their 

purchasing history. And there were many missing values reported on the dataset and those 

had to be filled in before applying the machine learning models. 

 

In the machine learning application, only six unsupervised learning clustering algorithms 

and three different supervised learning algorithms were modeled and analyzed on the 

customer data. But there might be better clustering methodologies and prediction 

methodologies that exist for this customer segmentation prediction study.  

 

 

5.2 Future Work 
 

Considering the formerly mentioned limitations of the research study for further work of 

the research to improve the validity of the customer segmentation different datasets can 

be integrated to perform the segmentation work. Moreover, adding more features to the 

dataset, or appropriate further improvements to the available features might help to 

increase the overall performance of the machine learning model.  

 

Further comprehensive knowledge about the customer base might help to simplify and 

also to improve the labeling process of customer segmentation. Furthermore, other 

suitable clustering models and multiclass classification models can be analyzed for 

improving the accuracy of the segmentation and predictive performance. 
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APPENDICES 
 

 

Appendix A: Customer dataset 

https://drive.google.com/drive/folders/1NPop3t13FCx0hwkd_7Bu-

NOrqHGaXfgr?usp=share_link 

 

Appendix B: clustered dataset with labels obtained after cluster analysis 

https://drive.google.com/drive/folders/1O7pLXpg8cj61m3XAw_YpEfKM-

4Ptv23i?usp=share_link 

 

Appendix C: URL for source code 

https://drive.google.com/drive/folders/1Yah4OpHawWGggqIr2WW7a9e-

BYM3Ssjm?usp=share_link 
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