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Abstract 
 

 

This research is built around applying Machine Learning technologies to the supermarket 

retail sector in Sri Lanka. Two areas were identified for the study: Customer Segmentation for 

the application of Unsupervised Clustering algorithms and Market Basket Analysis for the 

application of Association Rule Mining. 

 

The main aim of the research was to identify the different clusters of customers found within 

the supermarket retail domain of Sri Lanka. To facilitate this, it first required the collecting 

and analyzing of the POS (Point of Sale) sale data in combination with the customer 

information. Access to this information was provided by the Keells Supermarket chain, 

owned, and maintained by Jaykay Marketing Pvt. Ltd which is a Part of the John Keells 

Group of Companies. They provided limited access to the relevant information and the Nexus 

Customer Loyalty Program which contained most of their customer data. The data were 

analyzed in their entirety and various derivative forms yielding diverse results. In the 

clustering process several clustering algorithms were applied, K-Means, K-Modes, 

KPrototypes, DBSCAN, and Mean Shift algorithms were some of the successfully tested 

algorithms. They provided diverse outcomes, some with very clear clusters and others without 

any coherent meaning. There were also instances where an algorithm could not deliver a clear 

and coherent outcome with the main dataset but would give a viable result for one of the 

derived datasets. 

 

The Association Rule Mining (ARM) process considered the Apriori and Frequent Pattern 

Growth (FP Growth) algorithms are two of the most popular ARM algorithms used 

today. The outcomes of these algorithms were able to provide consistent association rules 

between products through tests on different samples of data. 

 

Based on the finding it was successfully concluded that it is indeed possible to apply 

Clustering to the retail industry in a customer segmentation capacity, albeit the viability of the 

outcomes may differ based on the requirement and mode of application. Great potential can 

be found in the application of the findings of both Clustering and ARM in customer attraction 

and retention. It opens a new frontier for building customer value. 
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1 Introduction 

1.1 Introduction to the problem 

 

The current retail environment is very challenging and competitive because of the market 

variety, price change pressure from discounts, increasing price transparency in the industry, 

and the competition between the companies. The traditional approaches for differentiating 

strategic pricing and product-related promotions are not effective anymore in the retail 

industry. Within the competitive nature, the importance of treating customers as the 

company's main asset increases the organization's value. As a result, many companies invest 

time and money in developing strategies for better customer maintenance and long-term 

customer retention. Customer relationship management (CRM) has received more attention 

because it is an exhaustive process of acquiring and retaining customers, to reach maximum 

business value. (Ngai et al., 2009) 

 

One of the essential objectives of CRM is customer development through customer insights. 

Analyzing the customer values for better insights is covered in CRM using the analytical 

approach by assessing the customer information. Businesses tend to change their business 

models by engaging in change management along with information technology solutions that 

help them to acquire new customers and retain the existing customer base and attract new 

customers by maintaining lifelong customer value. CRM is divided into four dimensions: 

Customer identification, customer attraction, customer retention, and customer development. 

Based on four of these categorizations, segmentation is the first step in CRM to identify 

customers. (Stone et al., 1996) 

 

Customer segmentation is dividing the customer base into groups of similar individuals based 

on different aspects for marketing purposes. Companies need to obtain a better understanding 

of their customer's interests and demands and model the segments as in table 1.1 to determine 

how each category will bring value so that marketing materials can be more precisely tailored 

to that segment. (HubSpot, n.d.)  

 

The most useful technique in business analytics for customer segmentation is clustering the 

customers with similarities and behaviors and the customers are grouped into homogeneous 

clusters. The clustering technique identifies the internally homogeneous and externally 
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heterogeneous groups. Customers are varied based on their needs, behavior, wants, and 

characteristics. The goal of clustering is to identify the customer groups and segment the 

customer base into clusters to align the target marketing processes can be aligned more 

efficiently.  

 

SEGMENTATION 

MODEL 
HOW TO SEGMENT CUSTOMERS 

Demographic 

Segmentation 
Age, gender, income, education, and marital status 

Geographic Segmentation Country, state, city, and town 

Psychographic 

Segmentation 
Personality, attitude, values, and interests 

Technographic 

Segmentation 
Mobile-use, desktop-use, apps, and software 

Behavioral Segmentation 
Tendencies and frequent actions, feature or product use, and 

habits 

Needs-Based 

Segmentation 

Product/ service must-haves and needs of specific customer 

groups 

Value-Based 

Segmentation 

The economic value of specific customer groups in the 

business 

Table 1.1 Customer Segmentation 

Since the customers play a vital role in profit making in organizations, a detailed 

understanding of the customer is more important to utilize the personalized experience. The 

availability of a huge amount of Transactional data on customer purchases allows for 

retrieving the buying patterns of the customers and personalizing the marketing approaches. 

Market basket analysis (MBA) is the frequently used technique to find out buying patterns. 

 

Market basket analysis focuses on identifying the associations between products the 

customers purchase. Understanding the customer intentions during the visit enables retailers 

to provide satisfactory services that are personalized according to their visit.  
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1.2 Problem Statement 

 

Due to technological advancements, the evolution of customer food habits, and evolving 

purchasing expectations, the retail supermarket industry's behavior in Sri Lanka has altered 

during the last decade.(Mihirani Dissanyake, 2020) Customers are paying more attention to 

the worth of money as their shopping habits and lifestyles change dramatically. In addition, 

the emergence of new supermarkets and competitors in the retail supermarket industry has 

prompted all retail supermarkets to place a greater emphasis on customer happiness and 

retention. 

 

The supermarkets always use traditional ways such as notice boards, promotion leaflets to 

reach out the customers, and dashboards to find out the answers to questions "How much did 

each store earn during the last 06 months? What are the most selling products? What are 

products that have the longest shelf life?". These can be answered with the existing data that 

has been collected throughout the supermarket's lifespan. But the dashboards are giving 

limited in the sense that it misses the data and insights of the transactions. But today retailers 

want to know "Who are the customers and what are the defining traits of customers? If they 

bought product A, will they buy product X or can we predict what customer wants to buy?".  

 

In this project, the transaction data collected from the Keells supermarket will be used to 

identify the consumer segments using data mining algorithms and identify the customers' 

buying patterns using market basket analysis to recommend products and personalized 

promotions. 

 

1.3 Goals and Objectives 

 

1.3.1 Goal 

 

The main goal of this project is to study how to increase the basket size of active customers 

with personalized promotions by increasing the visit frequency based on the buying patterns 

and reactivating the lapsed customers. 
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1.3.2 Objectives 

 

The main objectives of this study are to. 

• Identify the data attributes that can be used to segment the retail customers 

• Identify the suitable algorithms that can be used to segment the retail consumers 

• Identify distinct homogeneous groups of customers 

• Identify the customer's shopping trends and patterns to introduce personalized 

marketing which is a marketing technique used for one-to-one marketing or individual 

marketing with digital technology to deliver individualized messages and product 

offering to current or prospective customers. 

 

1.4 Scope of the study 

 

1.4.1 In scope 

 

1. Identify the suitable algorithm that can be used to segment the retail consumers and 

segment the customers of Keells supermarket. 

 

Using several clustering algorithms with the RFM model, the suitable algorithm for Keells 

customer data segmentation will be selected and segmenting the customers using the selected 

algorithm. 

 

2. Analyze the customer buying trends and pattens using the Identified distinct 

homogeneous groups of customers and recommend the products and personalized 

promotions. 

 

Finding the buying patterns of the customers from the transaction data, using the Market 

Basket Analysis with Association Rule-Mining, and recommending the products and 

personalized promotions based on the buying patterns and customer segments. 

 

1.4.2 Out of Scope 

 

Forecasting the inventory requirement based on the customer segments and buying behavior. 
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1.5 Feasibility Study 

 

1.5.1 Technical Feasibility 

 

The main technologies and tools that are associated with this project are. 

 

• Python Libraries 

• Clustering algorithms 

• Jupyter Notebook 

 

These technologies are freely available, and the technical skills required are manageable. The 

ease of segmenting using these technologies is synchronized.  

 

The large volume of data requires an equally large volume of memory and high processing 

power. Therefore, during the implementation stage of this project, necessary steps and 

adjustments will be made to accommodate the processing capability of the computer hardware 

that is available on hand. While it is understood that this may have some adverse effects on 

the veracity of the outcome utmost care will be taken to minimize the impact of such scaling. 

 

1.5.2 Resource Feasibility 

 

Resources required for this project include; 

 

• Data set – Keells Supermarket data will be used in this project 

• Programming device – Laptop  

• Programming Languages – Python language with Libraries feely available 

 

The required resources are available for the project. 

 

Area Plan Actual 

Retail Chain One of Sri Lanka’s Top 

Supermarket retailers with 

over 100 active outlets 

JayKay Marketing (Pvt) Ltd. 

Target Demography Customers who are a part of 

the Loyalty program, and 

whose data is available 

Customers who are part of 

the Nexus loyalty program 

Geographical Positioning Top 5 outlets within the 

heart of Colombo ranked by 

footfall 

The bulk of outlets 

regardless of footfall 

Data Collection Timeline 24 Months 1 Month 

Table 1.2 Plan vs. Actual Study 

 



 

 

6 

 

1.5.3 Legal and Ethical Feasibility 

 

The customer data has been collected based on their consent and the Keells data set will not 

be disclosed to the public because of company policy. 

 

The software used in the project is free and open source, therefore the risk of software legal 

issues that can arise is minimum. 
 

1.6 Structure of the Dissertation  

The document from this point onward is organized under the following sections. 

 

• Chapter 2 - Background Study 

 

This chapter provides the background knowledge, related terms, and concepts required for an 

information system professional with basic computer science literacy to understand the 

context and the project. 

 

• Chapter 3 - Literature Review 

 

From this chapter, a comprehensive overview of the previous studies done which relate to my 

project will be presented. Furthermore, based on the literature review findings, identified 

research gaps will be stated in this section. 

 

• Chapter 4 - Design & Methodology 

 

This chapter contains the details of the followed research design and methodology by the 

researchers for answering the formulated research questions and desired research objectives. 

Under this section, details about data collection, justifications for the selected data sources, 

data analysis and implementation details, and the path of the project process will be described. 

 

• Chapter 5 - Results and Evaluation 

 

The evaluation chapter details how the evaluation process of this project was carried out and 

the findings of the evaluation. The chapter also details the summary of the statistical analysis 

performed for the obtained results from the final evaluation. 
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• Chapter 6 – Discussion 

 

This chapter describes the summary of the project findings and the conclusions of the project. 

Also, it describes what are the limitations identified and possible future works of this study as 

well as the project ethics which I followed throughout the project period. 

2 Background & Related Work 
 

This chapter includes previous studies done in this area. This existing research is divided into 

the following categories. 

• K-means Clustering for customer segmentation 

• Data mining techniques for customer relationship management 

K-means Clustering for customer segmentation 

1. Customer Segmentation using K-means Clustering 

In the paper by Kansal et al. (Kansal et al., 2018), they proposed a k-means clustering 

algorithm for customer segmentation. In this study, Three different clustering algorithms (k-

Means, Agglomerative, and Meanshift) were implemented for customer segmentation and k-

Means clustering showed a higher result when compared to the results of clusters obtained 

from the other two algorithms. Also, 5 clusters have been set up labeled as Careless, Careful, 

Standard, Target, and Sensible customers. However, two new clusters emerged by applying 

mean shift clustering labeled as High buyers and frequent visitors and High buyers and 

occasional visitors.  

2. An Empirical Study on Customer Segmentation by Purchase Behaviors Using RFM 

Model and K-Means Algorithm 

Jun Wu et al. (Wu et al., 2020) proposed a K-means clustering algorithm to classify customers 

and make customer segmentation at the enterprise level using a model based on the recency, 

frequency, and monetary (RFM) factors. The success rate of the proposed K-means clustering 

algorithm was evaluated by proposing different CRM strategies accordingly. These K-means 

clustering-based strategies showed a success rate of an increasing number of active customers 

by 529 and purchase volume by 279%. 
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3. Customer Segmentation Using Clustering and Data Mining Techniques 

The paper presented in 2013 by Kashwan et al.(Kashwan & Velu, 2013) suggests a k-means 

clustering technique and SPSS Tool to be used to develop a real-time and online system for a 

particular supermarket to predict sales in various annual seasonal cycles. In this study, they 

tested, a total of n = 2138 customers and divided them into 04 clusters using a K-means 

clustering algorithm.  

4. CUSTOMER SEGMENTATION BY USING RFM MODEL AND CLUSTERING 

METHODS: A CASE STUDY IN RETAIL INDUSTRY  

The paper presented by Dogan et al. (Dogan, et al., 2016) proposes to segment 700032 

customers using two different customer segmentation models. The first segmentation model 

was developed by using a two-step clustering method and dividing customers into three 

clusters. The proposed model two was developed by using k-means clustering method 

optimum value was tested under four different clusters to segment the customers. The clusters 

obtained by k-means cluster analysis are assigned according to their RFM score.  

5. RFM model for customer purchase behavior using K-Means algorithm  

This study was conducted by Anitha et al. (Anitha & Patil, 2019) aiming to apply business 

intelligence to identify potential customers by providing relevant and timely data to business 

entities in the retail industry. Based on the RFM model they have deployed dataset 

segmentation using the K-Means algorithm. The obtained clusters were validated using the 

calculation of the Silhouette Coefficient. RFM log was calculated for when they obtained 03 

clusters and 05 clusters. The results show that the silhouette score matrix for K = 5 is less 

optimal compared to K = 3 and 03 clusters which are optimal for customer segmentation 

when using the RFM model along with the  K-Means algorithm. 

6. Approaches to Clustering in Customer Segmentation  

In the paper by Tripathi et al. (Tripathi, et al., 2018) compared the performance of using K-

Means clustering and hierarchical clustering for customer segmentation. The result shows K-

Means clustering performs better for many observations, while hierarchical clustering is better 

at handling fewer data points. Also, their study pointed out that the major hindrance to using 

K-Means clustering is accurately selecting the number of clustering. However, when 
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considering the performance aspect, they suggest K-Means clustering is suitable for achieving 

better results. 

7. Customer Segmentation in XYZ Bank using K-Means and K-Medoids Clustering  

The paper presented by Aryuni al. (Aryuni, et al., 2018) suggests different clustering methods 

in unsupervised data mining techniques can successfully be used for customer segmentation. 

This research builds cluster models on customer profile data based on XYZ Bank's use of 

internet banking. Clustering methods use the K-Means method and the K-Medoids method 

based on the RFM scores of the customer's online banking transactions. The result shows that 

the K-Means method outperformed the K-Medoids method based on internal cluster (AWC) 

distances and the Davies-Bouldin index. 

8. Data mining for the online retail industry: A case study of RFM model-based 

customer segmentation using data mining  

The article published by Chen et al. (Chen, et al., 2012) shows customers in the retail industry 

can be segmented based on the Recency, Frequency, and Monetary (RFM) model using the k-

means clustering algorithm and decision tree induction to identify the main characteristics of 

the consumers in each segment. For the study, they used a data set that includes demand 

records of UK-based online retailer items of 4070 individual items between 01/12/2010 and 

09/12/2011. 

9. Application of K-Means Algorithm for Efficient Customer Segmentation: A Strategy 

for Targeted Customer Services  

Ezenkwu et al. (Ezenkwu, et al., 2015) 2015 used, a MATLAB program of the K-Means 

algorithm which trained using a Z-score normalized two-feature dataset of 100 training 

patterns acquired from a retail business for creating efficient customer segmentation. The 

results show K-Means algorithm can be used for customer segmentation with 95% accuracy 

with four clusters namely High-Buyers-Regular-Visitors (HBRV), High-Buyers-Irregular-

Visitors (HBIV), Low-BuyersRegular-Visitors (LBRV) and Low-Buyers-Irregular-Visitors 

(LBIV). 
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Data mining techniques for customer relationship management:  

1. Study on Application of Customer Segmentation Based on Data Mining Technology 

The paper presented by Gong et al. (Gong, et al., 2009) suggests customer segmentation as a 

key factor for customer relationship management. Furthermore, they suggested customer 

purchase patterns and other valuable customer knowledge can be identified using data mining 

techniques, which would be a practical guide for the practice of customer segmentation. 

2. Market Basket Analysis Using Apriori and FP- Growth for Analysis Consumer 

Expenditure Patterns at Berkah Mart in Pekanbaru Riau 

The research carried out by Mustakim et al. (Mustakim, et al., 2018) suggests Market Basket 

Basket Analysis with an FP-Growth algorithm can be used to determine the layout and 

planning of goods availability of minimarkets in Pekanbaru city relevant to the customer’s 

expenditure patterns. Experimental results show that the FP-Growth algorithm can quickly 

and efficiently analyze customer shopping patterns and increase market revenue. 

3. Using Shopping Baskets to Cluster Supermarket Shoppers 

In the paper by Brijs et al. (Brijs, et al., 2004) propose data mining techniques such as the 

market basket analysis method can be used to identify behavior-based customer segmentation. 

This study uses loyalty card data as the main segregation factor to segment customers 

regarding socio-demographic or lifestyle characteristics. The results show several segments 

that vary significantly from the average purchase rate within a pre-determined set of product 

categories can be identified. 

3 Literature Review 
 

3.1 Theories  
 

Understanding the behavior of consumers has been gaining popularity over recent years. With 

major online retailers like Amazon, and eBay and even popular streaming platforms like 

Netflix employ data analytics to improve their revenue through engagement with their 

customers dramatically. (Karunaratna, 2021) 

 

Many improvements and advancements have been made in the global retail industry in the 

past decade. Global brand presence, high levels of industry convergence, the doubling of the 



 

 

11 

 

number of internet users from 2.14bn in 2011 to 4.88bn in 2021 as well as breakthrough 

technologies such as IoT have greatly impacted consumer behavior making it incredibly 

difficult for a retailer to analyze and understand customer behavior (KEMP, 2021). This has 

placed high importance on building a solid relationship with the customer which will provide 

sellers with the information they need to provide customers with better products and services 

thereby increasing customer retention. The process of acquiring new customers as well as 

retaining both new and existing customers is known as Customer relationship Management or 

CRM (Khajvand et al., 2011). 

 

3.1.1 Customer Relationship Management (CRM) 

 

The term Customer Relationship Management has been around for almost thirty years. During 

that time several different definitions have been made for CRM. In a research paper published 

in 2000 CRM is defined as technology or software that can aid a business to gather data and 

information about their customers so that they can provide better products and services to 

their target demographics (“Principles of Managing Customer Experience and Relationships,” 

2016). Alternatively, CRM can also be defined as a set of employee training and operating 

procedures that are geared towards bringing the customers closer to the business and getting 

to know them better to provide better value to them (Dachyar, M., and Vitasya, L, 2021).  

 

There are three main types of CRM. The first type is Strategic CRM, which is considered 

the foundation of the CRM strategy. It is built around the goal of acquiring and retaining 

customers that are valuable to the business. Next, there are Operational CRM, and customer-

related departments such as sales, marketing, and after-sales service fall into this category. 

Finally, there is analytical CRM which uses customer-related data at its core to gain valuable 

customer insights. 

 

3.1.2 Market Segmentation 

 

Market Segmentation can be defined as “dividing your market into specific groups of 

customers”. The outcome of this process is the creation of customer groups that are based 

on common interests, needs, behavior, or demographics. There are four main methods of 

segmentation. 
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3.1.2.1 Demographic Segmentation 

 

One of the most common forms of segmentation, demographic segmentation refers to the 

splitting of a market based on observable demographic characteristics such as Gender, age, 

occupation, income, etc. For instance, demographic segmentation can be used to target 

customers based on gender, thereby allowing the advertising team to design ads that are more 

relevant to the corresponding gender. 

 

3.1.2.2 Psychographic Segmentation 

 

Psychographic segmentation investigates the customer's interests and personality traits. 

Examples of this would be hobbies, lifestyle, goals, beliefs, etc. However, unlike 

demographic segmentation, this form is harder to identify. This makes it critically important 

that proper background research is carried out before the implementation of this form. A 

classic example would be a promotional campaign targeting cost-conscious shoppers or 

bargain hunters. 

 

3.1.2.3 Geographic Segmentation 

 

As the name suggests geographic segmentation is focused on the geography of the market. 

This can be expanded to include country, province, district, and even postal codes. A good 

example of this would be a promotion or marketing campaign targeting consumers living in a 

district. 

 

3.1.2.4 Behavioral Segmentation 

 

Understanding customer behavior is paramount, therefore, behavioral market segmentation 

can be considered the most useful for the supermarket retail industry. This approach can be 

especially useful when looking at how customer behavior is towards a product or service. The 

behavioral segmentation method can be used to group customers based on spending habits, 

buying habits, brand loyalty, and even browsing habits. 

 

3.1.3 Clustering Algorithms 

 

Clustering is the process of dividing a population (in this case a market) into groups based on 

similarities that are not shared with other groups. In other words, it is to assign elements with 

the same properties into distinct groups or clusters. 
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In machine learning, Clustering is considered a form of unsupervised learning. (Witten and 

Frank, 2006).  It is best applied when there are no preexisting groups to categorize the data 

points into. If the observations/data points are plotted on a feature space, an area of high data 

point density compared to other areas in the space can be considered a cluster (Murphy, 

2021). 

 

These clusters represent a grouping found within the domain the observations/data points are 

taken from. Clustering can be categorized into two sub-categories. 

 

Hard Clustering 

 

In this category, a data point/observation can either belong entirely to a cluster or not. 

(Murphy, 2012). 

 

Soft Clustering 

 

In soft clustering, data points/observations are clustered based on the probability of belonging 

to a particular group (Murphy, 2012)  

 

There are many different clustering algorithms available for machine learning. The following 

are some of the most used algorithms. 

 

K-Means Algorithm 

 

K-Means can be considered the most popular clustering algorithm due to its speed, ease of use 

understanding, and availability. It is an unsupervised learning method, which means it has no 

labeled data. K-means follows an iterative process where the dataset is segmented into K 

number of predefined clusters. The “K” refers to the number of clusters that need to be 

created. For example, if there is a need for 5 clusters to be created, then the value of K will be 

Five. 

 

As popular as it is, this algorithm has a few shortcomings. Notably, since we must specify a 

value for K and thereby tell the algorithm how many clusters we are looking for, it can be said 
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that K-means great as a “Partitioning” algorithm than “finding” clusters. This also requires 

that the users have a good understanding of the data. This means K-Means is not ideal for a 

scenario that consists of unfamiliar and new data. Another shortcoming of this algorithm is 

that it requires the entire dataset to be loaded into the system memory for the processing 

which also consumes large volumes of computational resources slowing down the clustering 

process. In a scenario where the dataset is extremely large using this algorithm can become 

impractical (Bergström, S., 2019; Kushwaha, Y. and Prajapati, D., 2018). 

 

Mini-Batch K-Means 

 

This algorithm is a derivation of the original K-Means algorithm. Unlike its predecessor the 

The mini-Batch K-Means algorithm does not require the entire dataset to be loaded into 

memory. Instead, it iteratively takes a small random sample and from the dataset, conducts the 

clustering. As the sample size is small, it does not consume a lot of computing resources and 

memory to process. In situations where the dataset is extremely large, or the processing of 

clusters is time-sensitive, Mini-Batch K-Means is the ideal option. However, it must be noted 

that aside from the high memory consumption and long processing time, the other 

shortcomings of K-Means algorithms are still present (Béjar Alonso, 2013; Rachman et al., 

2021)   

 

K-Modes 

 

Algorithms like K-Means utilize mathematical calculations to measure the distance between 

clusters of continuous data. However, when the data contains categorical data, it cannot 

perform its function. K-Modes is an unsupervised machine learning algorithm that specializes 

in clustering categorical variables. Unlike K-means, K-Modes make use of the differences 

between data points. The idea is that the lesser the number of differences the greater the 

similarities are between data points. This algorithm relies on Modes instead of Means (Ayat et 

al., 2001). 

 

K-Prototypes 

 

K-Means is the go-to algorithm for clustering large volumes of data. However, one of the 

limitations of this algorithm is that it cannot process data with both categorical and numeric 
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data. This is mainly due to the use of Euclidean distances to calculate the distances between 

the clusters. The alternative for this is K-Modes can only process categorical data, which is 

the inverse of the problem faced by K-means. Enter the K-Prototypes Algorithm. An 

improvement of the already existing K-Means and K Modes algorithms, the K-Prototypes 

algorithm was developed to process mixed data types i.e., data with both categorical and 

numerical variables. The K-Prototypes model relies on partitioning to identify clusters (Ji et 

al., 2013). 

 

Hierarchical Agglomerative Clustering (HCA) 

 

Hierarchical clustering is an unsupervised learning algorithm that uses a tree-like structure to 

group data into clusters that are ordered from top to bottom. At the start, HCA considered 

every data point to be an individual cluster. Next, it iteratively picks the clusters that are the 

closest to each other and merges them. The outcome of hierarchical clustering is a tree-like 

structure depicting nested clusters known as a Dendrogram. 

 

There are two main types of HCA, Agglomerative, and Divisive. In the Agglomerative 

approach also known as the “bottom-up” approach all the data points will have their cluster. 

The closest of these clusters will merge as we go up the hierarchies. The Divisive approach 

which is referred to as the “top-down” approach is an inverted form of the agglomerative 

approach. Here all the data points start in one cluster and data points that are dissimilar to the 

main cluster are separated forming their cluster (Cibulková, J. and Sulc, Z., 2018). 

 

DBSCAN 

 

Proposed in 1996, Density-based spatial clustering of applications with noise or DBSCAN is 

an unsupervised clustering algorithm. It is a density-based algorithm that is capable of 

distinguishing high-density areas from low-density areas. DBSCAN has one major advantage 

over popular models like K-means in which DBSCAN does not require the number of clusters 

to be given by the user. This makes it ideal for scenarios where there is little known about the 

dataset. One disadvantage of this algorithm is that it has difficulties in detecting clusters in 

data of varying densities (Ram et al., 2010). 
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Mean Shift 

 

Mean shift is another unsupervised learning algorithm that is popular for clustering. This 

algorithm is most popular in the image processing domain. It relies on iteratively shifting the 

data points toward the regional mean. In other words, it assigns the datapoint to the closest 

cluster centroid in an iterative form. The determining of the centroid is done by identifying 

the highest concentration of data points nearby is at (Wu and Yang, 2007). 

 

One of the key advantages of this algorithm over traditional K-Means is that does not require 

the number of clusters to be predefined. However, this also means that the Mean shift 

algorithm is highly dependent on computational power. Therefore, it is better to adopt this 

algorithm within an environment with sufficient computing resources. 

 

Spectral Clustering 

 

Spectral clustering is an unsupervised learning algorithm that has its roots in graph theory. 

Lately, it has become one of the most popular clustering algorithms due to its simplicity, 

efficiency, and its ability to outperform traditional clustering algorithms such as K-Means 

(von Luxburg, 2007)  

 

Spectral Clustering functions by identifying groups of nodes, in a graph based on the edges 

connecting them. It is flexible enough to be able to cluster non-graph data as well. Spectral 

clustering uses the concepts of Eigenvalues and Eigenvectors which are derived from a 

special matrix built from the dataset. These Eigenvectors are used to assign data points to 

clusters. 

 

Affinity Propagation (AP) 

 

Initially published in 2007, Affinity Propagation is another form of hierarchical clustering and 

is based on Boruvka’s MST algorithm. This algorithm considers each data point as a cluster 

and keeps sending messages between each one, merging the closest ones each iteration (Frey 

and Dueck, 2007). Unlike K-means or K-Modes, where the user defines the number of 

clusters, AP does not require a fixed number of clusters to be manually entered. Instead, the 

algorithm can be stopped once the desired number of clusters has been created.  
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OPTICS 

 

OPTICS stands for Ordering points to identify the clustering structure. It is a derivative of the 

DBSCAN algorithm and can address the weaknesses of the DBSCAN algorithm. A unique 

feature that distinguishes OPTICS from other clustering techniques is that it does not divide 

data points into clusters. It instead provides a “reachability distant plot” which leaves it up to 

the researcher to interpret and identify the clusters (Ankerst et al., 1999) 

 

BIRCH Clustering 

 

In environments with limited resources such as memory and processing power, clustering 

algorithms like K-means find it difficult to perform efficiently. A potential alternative for 

such scenarios can be found in BIRCH clustering. Balanced Iterative Reducing and Clustering 

using Hierarchies or BIRCH is an unsupervised data mining algorithm. BIRCH operates by 

creating a smaller summary of the large original dataset and then clustering the summary in 

place of the original dataset. BIRCH is combined with other clustering models, where the 

summary generated by BIRCH is used as the input for the partner clustering algorithm. One 

of the most significant limitations found in BIRCH is that it can only process numeric 

attributes – also known as “Metric” attributes. BIRCH is incapable of processing categorical 

attributes (Fontanini and Abreu, 2018) 

 

RFM/RFV Segmentation 

 

RFM short for Recency, Frequency, and Monetary Value, is becoming a very popular form of 

segmentation in the retail industry. This is especially due to it being simple to implement with 

little help needed from data scientists and easy to interpret because of the intuitive nature of 

its output. The three core factors of RFM can be explained as follows: 

 

Recency: When was the customer’s last purchase/visit? 

Frequency: How often do they purchase a product/visit an outlet? 

Monetary Value: How much do they spend on a brand/at an outlet? 

 

Its ability to provide outputs such as “How are the biggest spenders?” or “Who visits the store 

the most?” has made it extremely popular with marketing departments due to its ability to 
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provide a high-level yet informative view of their customers (Yang, A.X. 2004; Shihab et 

al.,2019). 

 

Association Rule Mining 

 

Association rule mining is a very popular tool used in retail. It helps identify the relationship 

between different products within a shopping list/basket. It creates “rules” which will identify 

buying patterns – If a customer buys item A, then he/she will purchase item B. To this end, 

many algorithms have been developed. Namely, Apriori-based algorithms, tree-based 

algorithms, and a handful of other algorithms (Minho Ryu et al., 2021). In a 1996 study, it 

was found that association rule mining can be effectively used for cross-selling products to 

customers. Cross-selling is the process of identifying other products that can be sold alongside 

a targeted product (Nash and Sterna-Karwat, 1996). Two main challenges must be overcome 

when using association rule mining. First, this method cannot be used when introducing new 

products into the existing product catalog. This is because this method relies on the mining of 

historical data to extract the association rules. Without sufficient records in the database, it is 

impossible to generate rules of any substance. The second challenge is the number of 

combinations that are generated. This can be extremely difficult if there are thousands of 

products available on the list (Minho Ryu et al., 2021). 

 

3.2 Critical Review 
 

Market Segmentation benefits both retailers and consumers, some of the biggest advantages 

for retailers are mentioned below. 

 

• The ability to identify new target customer groups – Market segmentation allows 

retailers to have a deeper and broader understanding of their customer base. It also 

helps to identify groups that may have been previously ignored in marketing efforts 

opening new venues for promotions. 

 

• Improved marketing campaign performance – The output from market segmentation 

can be used to learn more about the target customer group allowing for the right 

messages to be sent to the right people at the right time. Thereby drastically increasing 

the success rate of a marketing campaign. 
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• Introduction of new products – Consumer feedback can help introduce new products 

to their stores. 

 

Market segmentation is ideal for direct marketing campaigns. Empirical research has proved 

that direct marketing yields better results than mass marketing (Thomas and Housden, 2002). 

An effective direct marketing campaign can reap a host of benefits. It can build a personal 

relationship with the customer, which in turn builds loyalty and brand image. This has a 

vicarious effect of word-of-mouth marketing which is the most potent form of advertising 

which further amplifies sales (B. Stone and Ron Jacobs, 2008). They highlight several key 

factors that make direct marketing so effective, they are: (Thomas and Housden, 2002) 

 

• Targets ideal customers – It is easy to identify the ideal target group of customers. 

Using customer segmentation. This allowed for tailor-made marketing and promotion 

campaigns to be launched which have a higher result in a sale. 

 

• Feedback from the relevant market - Another benefit of this is that it provides 

feedback on customer response to the product or service from within the target 

domain. Which allows for updates and improvements to be made. 

 

• Cost-effective – Having the ability to market to a smaller group of customers, frees up 

resources that can be put forward to designing an effective and relevant marketing 

campaign yielding better results. 

 

• Higher customer loyalty – Direct marketing builds a close relationship with the 

customer. Personalized promotions, emails, offers, and discounts can create a strong 

bond with the customer which increases loyalty. 

 

• Creates new customers – Having a loyal customer base increases promotion through 

word of mouth. This drives more consumers who are unfamiliar with the brand to try 

it out. 

 

3.3 Gap Analysis 
 

3.3.1 Shortcomings of Mass Marketing 
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The conventional method of advertising has been mass marketing. It was always conceived 

with the thought, "Here is what we have; come and buy it from us" (Liyanage, U., 2009). 

Regardless of the consumer's desire in buying the goods or service, it tries to push it to the 

mass market. Sri Lanka is a country where this behavior is quite prevalent, as seen by the 

posters covering the walls and the streetside freebies and booklets. Add to that the endless 

hours of advertising that interfere with our TV and movie watching, as well as the digital 

billboards that have started to blight some urban areas. The same is true of cyberspace, which 

features pop-up ads and other sponsored advertisements on websites. (Thomas, A.R. 2007). 

 

Outside of earning the ire of consumers, academic research shows us that mass marketing has 

several disadvantages.  

 

• High Cost of Implementation – airtime on TV and Radio can be prohibitively 

expensive 

• Difficult to appeal to everyone – a bad first impression could turn away customers for 

good 

• High level of competition – multiple vendors advertising the same type of products 

can saturate the market making it difficult to gain any market share. 

• Little to no adaptability – changes in consumer characteristics are not considered 

 

To counter this market research, in the form of customer segmentation has given rise to the 

the idea of “Direct Marketing” 

 

3.3.2 Direct Marketing through customer segmentation 

 

As the name implies, direct marketing aims to promote goods and services directly to the 

target market. Retailers must first be able to assess and categorize the types of customers they 

have to accomplish this. Retailers may gain the advantage they need through market 

segmentation. This is especially true in Sri Lanka's grocery retail industry, where there is 

fierce competition, and every customer is given far greater weight. 

 

The study aims to identify the various consumer groups that are present in the Sri Lankan 

market and give supermarkets the knowledge they require to carry out efficient advertising. 
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4 Design & Methodology 
 

4.1 Proposed Approach & Methodology 
 

This section explains the proposed implementation process. Overall research methodology 

can be divided into four main steps as follows.  

 

1. Data preprocessing or data preparation and preprocessing 

2. Analyzing the data using the RFM model 

3. Customer segmentation using clustering algorithms 

4. Identify and describe the customer buying patterns using market basket analysis 



 

 

 

 

The transaction data set has been collected from Keells Supermarket Sri Lanka. The data set consists of the sales data for January in the year 2022. 

 

 

Figure 4.1: Keells Data Set 
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The original dataset for the study will initially be chosen based on the RFM model's 

parameters. A new dataset will then be constructed after cleaning the previous dataset to 

remove outliers and erroneous numbers. The data are then changed into a more 

straightforward and effective to handle customer value analysis by removing superfluous 

attributes. 

 

The RFM model will be a basic model for identifying customer groups because the collected 

dataset was restricted to sales records and did not include any other information about the 

customers. Three crucial informational qualities about each client will be determined by the 

RFM model using the transactions of a customer: 

• Recency: The value of how recently a customer purchased at the supermarket 

• Frequency: How frequent the customer’s transactions are at the supermarket 

• Monetary value: The value of all the transactions that the customer made at the 

supermarket 

 

The consumers will then be divided up using clustering techniques, and the number of 

segments will be decided using a distance computation approach.  

 

After determining the consumer categories, to offer targeted marketing that can be used to 

enhance sales by better understanding customer buying patterns, the market basket analysis, 

which incorporates association rule mining, will be used to evaluate transaction data, and 

determine the consumers' purchasing habits. It is a fundamental filtering technique that aids in 

anticipating and displaying the products that a user would like to buy in addition to the ones 

that they have previously bought. The transaction data, which includes the purchase history, 

will be analyzed using the Apriori algorithm and the Frequent Pattern Growth Algorithm to 

identify product groups and those that are most likely to be bought together. Searching for 

combinations of goods that regularly occur together in transactions is how algorithms operate. 

 

There are two different kinds of market basket analyses: 

I. Predictive market basket analysis: Purchased goods are considered to identify cross-sell 

which will be used in this study. 

II. Differential market basket analysis: Considers information from various retailers as well 

as purchases made by various client groups at various times of the day, week, or year which 

will not consider in this study. 
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Figure 4.2:Proposed process 

4.2 Research Solution Design 
 

4.2.1 Solution Components  

 

Data 

With the business's consent, the transactional data was collected from the Keells supermarket. 

Exploratory data analysis will be used to clean up and aggregate the data collection. 

 

Algorithms 

Clustering algorithms will be used to segment the customers. 

 

Primary Clustering Algorithms 

• K-Means 

• K-Modes 

• K-Prototypes 

• Hierarchical Agglomerative 

• DBSCAN 

• Mean Shift 

• Spectral Clustering 



 

 

25 

 

Secondary Clustering Algorithms 

• Affinity Propagation 

• WARD 

• OPTICS 

• BIRD 

• Gaussian 

 

Determining the Number of Clusters 

 

The scientific literature suggests several methods to determine the number of clusters which 

vary in complexity and application (Xu et al., 2016). They are: 

 

• By rule of thumb 

• Elbow method 

• Information Criterion Approach 

• An Information Theoretic Approach 

• Choosing k Using the Silhouette 

• Cross-validation 

 

To ensure consistency with the number of clusters found for this research, I have chosen the 

tried-and-true Elbow approach and the Cross-Validation method. (Xu et al., 2016) 

 

Evaluating Clustering Validity 

 

The validity of the clusters produced by the clustering algorithms can be assessed using one 

of two main techniques. The Silhouette Measure and the Sum of Squared Errors are the names 

of these two techniques. (Aranganayagi and Thangavel, 2007). 

 

The degree of cohesion and separation inside the clusters serves as the foundation for the 

Silhouette Measure. The value of the Silhouette Coefficient/Score varies from -1 to 1. The 

clusters have significant cohesiveness and separation when the value is closer to 1. 

Conversely, a score closer to -1 indicates that the clusters are inaccurate and have poor 

separation and cohesion. 
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Sum of Squared Errors (SSE) is the term used to describe the sum of squared errors between 

each observation inside a cluster and the cluster centroid. 

 

Association Rule 

 

The most common association rule mining algorithms are as follows.(Ghosh, Samarendra, 

2014). This section aims to offer the outlet manager insights into what sort of products are 

bought frequently together. This will allow for better, more targeted promotions 

and advertising. 

 

Rule Mining Algorithms 

• Apriori 

• Frequent Pattern Growth 

 

Association Rule Evaluation Metrics 

 

• Support - It is the frequency of occurrence of an itemset X and Y 

 

• Confidence - This is a ratio that represents the total number of transactions of all of the 

items in {X} and {Y} to the number of transactions of the items in {X}. 

 

• Lift -This is the ratio between the confidence of the rule and the expected confidence. 

In this scenario, it is believed that {X} and {Y} are independent of each other. The 

expected confidence can be calculated as the ratio between the confidence and the 

frequency of {Y}. 

 

 

 

 

 



 

 

 

 

5 Results and Evaluation 
 

5.1 Data Pre-processing 
 

Data Set 

The actual point-of-sale data that was used to build the dataset for this study was available in 

the JMSL information system. Due to the sensitive nature of the information, some 

information that could be used to identify a specific consumer has been removed. 

Field  Description 

Age Age of the Customer 

NexusNumber The unique identification number is assigned to each customer 

Address_Line1 Address Line 1 

Address_Line2 Address Line 2 

Outlet_Code 4 Digit alpha-numeric code used to identify supermarket outlet 

InvoiceNumber  Numeric invoice number 

Date  Date of invoice 

Time Time of the Transactions  

Item_Code  Numeric code used to uniquely identify an item 

Item_Description  Description of the item being sold 

Department  The primary department the item belongs to 

Item_Category Subdepartment the item belongs to 

Quantity  Quantity of the item purchased (Each, Kilograms, Liters, etc) 

TotalValue  The cumulative monetary value of the item in the invoice 

Table 5.1:Column Headers of Data Set 

Total number of datapoints/records available for analysis: 6,895,444 

5.1.1 Load Dependencies and Configuration Settings / Load Dataset 

 

Started with importing the python libraries and data set for the analysis as in Figure 5.1. 

 

Figure 5.1: No of Lines in the dataset 
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5.1.2 Exploratory Data Analysis (EDA) 

 

Performed exploratory data analysis to discover the information about the data set before 

starting the customer segmentation analysis. 

 

Figure 5.2:Info about the data set 

The data consist of float, integer, and object values.  

 

Figure 5.3:Summary Statistics 

The fact that the Total Value and Quantity figures in the output in figure 5.3 are negative 

suggests that our data contains return transactions, which may be exaggerated. We will first 

look to see if there are any records where both are negative or if one is negative and the other 

is zero. This is because our focus is on market basket analysis and customer segmentation. 
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Figure 5.4: Data Status 

There are 31706 records where quantity and Total Value are negative, so those data are 

removed from the data set. 

 

Figure 5.5:Null Value data 

All the null values have been removed from the final data set taken for the analysis. 

Total number of datapoints/records taken for final analysis: 6,255,697 
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Figure 5.6:Sales by Department 

 

Figure 5.7: Code for getting Top Products sold in Supermarket 
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Figure 5.8:Top Products sold in Supermarket 

5.2 Hopkins Statistics 
 

The Hopkins statistic was used to test whether the dataset can be clustered. This statistic 

analyzes the geographic randomization of the data and displays the clustering tendency, or 

how well the data can be clustered. It also establishes the probability that a set of data was 

generated by a uniform distribution. 

A statistically significant cluster is improbable if the value is 0.5 or less since the data are 

uniformly dispersed. Clusters have a high possibility of being statistically significant when 

the value is between 0.7 and 0.99. 

 

Figure 5.9:Hopkins Statistics calculation 

The Hopkins score for the Keells data set is 0.99 which indicates that data has a high tendency 

to cluster. 
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5.3 RFM Modeling 
 

The RFM model will take the transactions of a customer and calculate three important 

informational attributes about each customer: 

• Recency: The value of how recently a customer purchased at the establishment 

• Frequency: How frequent the customer’s transactions are at the establishment 

• Monetary value: The dollar (or pounds in our case) value of all the transactions that 

the customer made at the establishment 

5.3.1 Clustering the Segments 

 

Recency 

The reference date for our analysis must be chosen to build the recency feature variable. In 

most cases, we utilize the date of the last transaction plus one day. The number of days before 

the reference date that a client last made a purchase will then be used to generate the recency 

variable. 

 

Figure 5.10:Recency 

 

Figure 5.11:Recency Summary Statistics 
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Figure 5.12:Plotting the Recency Distribution and QQ-plot 

 

Figure 5.13:Recency Distribution and QQ-plot 

We can observe that the sales recency distribution is skewed from the first graph up top. 

Positive bias and deviation from normal distribution characterize it. 

We can observe from the Probability Plot that the diagonal red line, which represents the 

normal distribution, does not line up with the most recent sales data. Its distribution's shape 

demonstrates that it is skewed. 

With a positive skewness of 0.56, we can validate the lack of symmetry and show that recent 

sales are skewed to the right. As we can also see from the Sales Distribution map, the skewed 

right denotes that the right tail is longer than the left tail. Any symmetric data should have a 

skewness that is close to zero since the skewness for a normal distribution is zero. If a 

distribution or data set appears the same to the left and right of the center point, it is said to be 

symmetrical. 



 

 

34 

 

Kurtosis is a metric that indicates how heavy-tailed or light-tailed the data are in comparison 

to a normal distribution. To put it another way, positive kurtosis denotes a heavy-tailed 

distribution, whereas negative kurtosis denotes a light-tailed distribution, thus data sets with 

high kurtosis tend to have heavy tails or outliers. Therefore, sales recency has tails and has 

some outliers with 0.05 of positive kurtosis. 

 

Figure 5.14:Recency Summary by Customer 

Frequency  

 

Figure 5.15: Frequency Distribution and QQ-plot 

The first graph demonstrates no dispersion in the sales frequency distribution. 

The Probability Plot demonstrates that the diagonal and sales frequency are aligned. 



 

 

35 

 

We can confirm the considerable absence of symmetry with skewness positive of 179.29, and 

32221.26 A distribution with long tails and outliers is indicated by kurtosis. 

 

Figure 5.16:Frequency Summary by Customer 

Monetary  

 

Figure 5.17:Total Value Distribution and QQ-Plot 

From the first graph above we can see that the sales value distribution does not show a 

significant distribution. 

From the Probability Plot, we could see that the sales amount aligns with the diagonal, and 

have some outliers.  

With a skewness positive of 179.41, we confirm the high lack of symmetry and with 32278.28 

Kurtosis. 
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Figure 5.18:Customer History Records 

 

Figure 5.19:Customer History Summary Statistics 

K-Means Clustering  

After creating the customer data set, the K means is used to cluster the data. Before using the 

algorithm, the dataset values have been standardized from 0 to 1 value. 

 

Figure 5.20:Scaled Data 



 

 

37 

 

 

Figure 5.21:Receny and Frequency Plots 

According to the increasing trend in Total Value and the accompanying increasing and falling 

trends for Frequency and Recency, respectively, customers who purchase more frequently and 

recently tend to spend more. This is evident from the plots above. 

The Elbow Method 

The elbow approach is used to determine the ideal number of clusters. The elbow approach 

seeks to locate the value of k at which the distortion increases most quickly. Since the 

samples will be nearer their assigned centroids as k rises, the distortion will diminish. 

The Elbow method suggested clusters number is 6.  
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Figure 5.22:Code for Cluster selection 
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Figure 5.23:Elbow Method 

Cluster Analysis 

Cluster label 3 indicates good frequency and good spending, which characterizes frequent and 

heavy shoppers. Cluster label 4 displays a decent frequency and second-best buy. Cluster 0 

presents the third-best purchase and fair frequency. This group should be attentive to specials 

and activations, so they do not get confused and make their next purchase.  

 

Figure 5.24:Cluster Center Analysis 
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Figure 5.25:Heat Map for the Clusters 

5.3.2 Clustering Performance Evaluation metrics 

 

1. Silhouette Score 

 

The separation between clusters is calculated using the Silhouette Score and Silhouette Plot. It 

shows the distance between each point in a cluster and points in other clusters. This metric, 

which has a range of [-1, 1], is excellent for visually examining cluster similarities and 

differences. (Eugenio Zuccarelli, 2021) 

 

Silhouette score for the data set = 0.30 

 

 

Figure 5.26:Silhouette Analysis 

2. Calinski-Harabasz Index 

The Variance Ratio Criterion is also known as the Calinski-Harabasz Index. The ratio of 

within-cluster to between-cluster dispersion is used to define the score. Since it does not 

require knowledge of ground truth labels, the C-H Index is a great approach to assess the 

effectiveness of a clustering algorithm. The performance improves as the Index rises.(Eugenio 

Zuccarelli, 2021) 
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Calinski-Harabasz Index for the data set = 62178.52 

 

3. Davies-Bouldin Index 

The average assessment of each cluster's resemblance to its most comparable cluster is known 

as the Davies-Bouldin Index. The ratio of within-cluster to between-cluster distances 

represents similarity. This will result in higher scores for clusters that are further apart and 

less scattered. The minimum score is zero, and unlike other performance indicators, the 

greater the clustering performance, the lower the value. (Eugenio Zuccarelli, 2021) 

Davies-Bouldin Index for the data set = 1.025 

 

Figure 5.27:Performance Metrics Calculation 

5.4 DBSCAN Algorithm 
 

A density-based unsupervised clustering approach is known as DBSCAN (short for Density-

Based Spatial Clustering of Applications with Noise). In DBSCAN, clusters are created from 

dense areas and are divided into sparsely populated areas. In contrast to k-means clustering, 

which commonly produces spherical-shaped clusters, DBSCAN computes nearest-neighbor 

graphs and produces arbitrary-shaped clusters in datasets (which may contain noise or 

outliers). (Reneshbe, 2022) 
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Figure 5.28:DBSCAN Execution 

 

Figure 5.29:Determining the Epsilon value (eps) 

Determining the number of clusters 

 

DBSCAN doesn't need a specific number of clusters to function. Epsilon values and 

Minimum sample values are necessary, though. The epsilon value was set at 0.3 and the value 

of the minimum sample was set at 7. 

Analyzing Clusters 

The following Numerical data variables were passed to the DBSCAN algorithm 

• Age 

• Avg Basket Value 

• Avg Basket Size 
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Figure 5.30:DBSCAN Clusters 

 

Figure 5.31:Silhouette Score 

Model Evaluation 

Silhouette Score: -0.855 

Conclusion 

The results here are inconclusive. Therefore, for this dataset, the algorithm is not suitable. 

5.5 Association Rule Mining 
 

The association rules discovered by the FPG and Apriori algorithms appear to be related to 

one another. While the enormous amounts of data at hand can be used to construct a 

comprehensive list of Rules, processing such data without industrial-level computing capacity 

is not viable. This led to the adoption of a scaled-down version of the dataset. The following 

rules were discovered for each week of transactions using this dataset. 

5.5.1 Apriori Algorithm 
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Figure 5.32:Apriori Algorithm Execution 

 

Figure 5.33:Apriori Algorithm – Rules set I 

 

Figure 5.34:Apriori Algorithm – Rules Set II 
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5.5.2 Frequent Pattern Growth Algorithm 

 

 

Figure 5.35:Frequent Pattern Growth Algorithm Execution 

 

Figure 5.36:Frequent Pattern Growth Algorithm - Rules Set I 
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Figure 5.37:Frequent Pattern Growth Algorithm - Rules Set II 

It should be mentioned that the outcomes of the Frequent Pattern Growth Algorithm are 

comparable to those of the Apriori algorithm. Several recurring rules are discernible based on 

the outcomes from both algorithms and all datasets. These will be the best rules to consider 

when analyzing. Multiple data files won't be required in real-world situations, which will 

drastically minimize the required work. 

6 Discussion 
 

6.1 Challenges 
 

During the research project, several challenges were faced in different domain areas. They 

have been described in detail below. 

6.1.1 Data Integrity & Consistency 

 

A large number of variables that were missing and values that were misspelled in the dataset 

made data pre-processing extremely difficult. The primary causes of such inaccuracies can be 

identified as human error and a lack of care during the data collecting and signup procedure. 

While special characters and null values were easily removed by ordinary data preprocessing, 
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spelling problems required a more sophisticated approach because there were endless 

combinations for each city or town name. There are still a variety of misspelled terms, though, 

which require personal intervention to be removed. 

 

6.1.2 Large Data Volume 

 

For a data mining project, a high data volume is ideal. However, the sheer volume of records 

in this study made processing and computation difficult. The dataset had to be shrunk to a few 

hundred thousand records to be mitigated. As a result, a dataset with roughly 3.5 million 

records would be reduced to between 200,000 and 250,000 records. This stage had the 

potential to have an impact on the number of clusters and association rules extracted. 

 

6.1.3 Limited Computational Power 

 

The coding scripts were executed both on an Asus Expert book with an Intel 11th Gen Core i5 

with 16GB of RAM running on the x64 Architecture. Yet, certain algorithms were still not 

functioning or would simply hang upon execution, which unfortunately severely limited the 

different clustering approaches available for application. 

 

6.2 Application of Algorithms 
 

Application of the algorithms can be very straightforward, but depending on how the data is 

presented, they behave very differently. The original data file was subjected to the algorithms 

in its original form during this investigation (post cleansing & text pre-processing). Clustering 

algorithms like DBSCAN and mean shift would occasionally not work. The dataset was 

shrunk in size to get around this, but the outcomes held. Surprisingly, the "Customer" 

datasets, which are derived datasets, would work with these identical techniques. It was 

determined that this was caused by the vast number of variables and the noise that was 

produced by outliers, misspelled addresses, etc. 

 

When certain algorithms were applied, the findings were ambiguous. The K-Modes method is 

an effective illustration of this. Given that K-Modes only accept categorical variables, the 

inaccuracies could be caused by issues with the data itself. In addition to machine learning 

algorithms, there are various segmentation techniques. Since RFM analysis did not utilize a 

complex mathematical formula to divide customers into segments, it was one method for 
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customer segmentation. With this technique, clients are categorized depending on their 

purchase habits. While straightforward, it lacks an exploratory clustering component. 

 

6.3 Assumptions 
 

Several presumptions had to be true for these clusters to be accurate. 

 

• Customers who are not Nexus Program members are not included in the study. 

• Purchases directly reflect the needs and patterns of the buyer.  

• Buyers will stick to the outlet closest to where they live.  

• All the outlets in question were equal in every way.  

• Multiple people could not make purchases through a single invoice.  

• Nexus IDs would not be shared during checkout. 

• External elements impacting customers, such as outlet size, parking availability, and 

product portfolios are disregarded.  

• "Item Count" refers to the number of goods, not the number of SKUs. 

• External influences like geopolitical unrest and financial crises are disregarded. 

 

6.4 Conclusion 
 

In conclusion, the cluster analysis of the chosen set of transactions revealed details on 

possible demographic groups that might have existed among the target clientele. The RFM 

model was used to calculate the number of clusters, and then the non-hierarchical k-means 

clustering method was used. 

 

Because the dataset in this study was unlabeled, internal clustering validation was chosen over 

external clustering validation, which depends on some external data like labels. Internal 

cluster validation can be used to choose the clustering algorithm that best fits the dataset and 

can correctly cluster data into its opposite cluster. The association between the fresh items in 

the store was ascertained using the market basket analysis with the Apriori and FPG 

algorithms. 
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