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ABSTRACT 
 

Heart disease is now a regular occurrence and one of the leading causes of death all over the 

world. Among these diseases, coronary artery disease (CAD) is one of the common diseases 

around the world. This necessitates a prompt and precise identification of cardiac disease. Heart 

disease can be managed effectively with a combination of lifestyle changes, medicine, in some 

cases surgery. Heart disease symptoms can be decreased, and the heart's function can be 

enhanced with the correct treatment. But in recent times, heart disease prediction is one of the 

most complicated tasks in medical field. Because predicting cardiac illness is a difficult 

undertaking, it is necessary to automate the process in order to avoid the risks connected with it 

and to inform the patient well in advance. 

The proposed work predicts the chances of coronary artery disease and classifies patient's risk 

level by implementing different machine learning techniques such as Random Forest Tree 

Classification, Decision Tree Algorithm and K -Nearest Neighbor Algorithm (KNN). And also 

discusses the viable machine learning algorithm-based web-based system and mobile application 

for the prediction of coronary artery disease (CAD) diagnosis accurately predict the diagnosis of 

coronary artery heart disease using only a few tests and features. And also, these project 

outcomes can be used to avoid surgical treatment and other costs. 

As a result, this study provides a comparative analysis of the performance of several machine 

learning algorithms. The experiment results verify that the Random Forest Tree algorithm has the 

highest accuracy of 86 percent when compared to other machine learning algorithms. 

 

 

Keywords: Coronary Artery Disease, Machine Learning, Random Forest Tree Classification, 

Decision Tree Algorithm and K -Nearest Neighbor Algorithm 
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1.0 INTRODUCTION 

1.1 Overview 

Heart attacks are the most common cause of death among all deadly disorders. Medical 

professionals undertake many surveys on heart disorders in order to collect data about heart 

patients, their symptoms, and the progression of the condition. 

People in today's fast-paced society aspire to live a luxurious lifestyle, so they work like machines 

to make a lot of money and live comfortably. As a result, people neglect to look for themselves, 

and their food habits and overall lifestyle shift as a result. As a result, people are more tense, 

have high blood pressure and sugar levels at a young age, and take their own medication. As a 

result of all of these tiny mistakes, heart disease becomes a serious concern. 

Heart Diseases remain the biggest cause of death for the last two decades. Among these diseases, 

coronary artery disease (CAD) is one of the common diseases around the world. Coronary artery 

disease (CAD) is one such disease with an annual mortality rate of about 7 million. Thus, early 

diagnosis of Coronary artery disease (CAD) is of vital importance. (Abdar, et al., 2019). 

1.2 Problem Statement 

Heart disease can be managed effectively with a combination of lifestyle changes, medicine, in 

some cases surgery. Heart disease symptoms can be decreased and the heart's function can be 

enhanced with the correct treatment. The projected outcomes can be used to avoid surgical 

treatment and other costs. 

The ultimate goal of my research will be to accurately predict the diagnosis of coronary artery 

heart disease using only a few tests and features. Attributes are thought to provide the primary 

foundation for testing and, more or less, provide accurate findings. 

Rather than the knowledge-rich data hidden in the data set and databases, decisions are 

frequently designed entirely on doctors' intuition and expertise. This practice results in 
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unintended biases, errors, and exorbitant medical costs, all of which have an impact on the 

quality of care offered to patients. 

Angiography is the preferred method for detecting coronary artery disease at the moment (CAD). 

However, because of the complexities and expense, academics have turned to machine learning 

algorithms as an alternative. (Kirmani, 2017) As the amount of data grows, machine learning is 

becoming more popular. Machine learning assists in gaining insight from a vast volume of data 

that is difficult for humans to process and often impossible. 

Recently, computer technology and machine learning approaches have been used to produce 

software that can help doctors diagnose cardiac problems early on. Clinical and pathological data 

are used to diagnose cardiac disease. Based on the clinical data of patients, a heart disease 

prediction system can assist medical professionals in forecasting heart disease status. (Ngure, 

2019) (Pradeep Gupta, 2020 July). 

 

1.3 Aim and objectives. 
1.3.1 Aim of the project 

The project's purpose is to find a viable machine learning algorithm-based web-based system for 

the prediction of coronary artery disease diagnosis using effective clinical data aspects. The 

suggested technology would be used to differentiate between persons who have cardiac disease 

and those who are healthy. Developing a mobile application to collect data as well. 
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1.3.2 Objectives 

The Research's objectives are listed below. 

 

• Detection of features effective when it comes to detecting coronary artery disease (CAD) 

using the Non-acute chest pain and other pain features have diagnostic relevance for 

coronary artery disease in patients referring to cardiology clinics that treat outpatients. 

• Creation of a database on coronary artery disease (CAD), including effective features and 

their weights. 

• Finding an effective analytical algorithm or method for the evaluation of the collected 

dataset. 

• The anticipation of the incidence of coronary artery disease (CAD) via data mining methods. 

• Evaluation of the method for the diagnosis of coronary artery disease (CAD) through training 

and test sets. 

• Develop a web-based system (decision support system) that integrates the coronary artery 

disease (CAD) detection machine learning algorithm (Saadatfar, et al., 2020). 

• Create an Android application that allows people to monitor their heart health at any time by 

identifying different types of cardiac arrhythmias. 

 

 

1.3.3 Scope 

 

The scope of the project to find a suitable machine learning algorithm-based web-based system 

for the prediction of the diagnosis of coronary artery disease using effective features of the 

clinical data set. The proposed system will be developed to classify people with heart disease 

and healthy people. Also develop a mobile application for collecting data. 

 

 



12 
 

 

The following are the features of the web-based system.  

 

• The system allows users to create an account and login  

• The system allows users to update their profile and password.  

• The system allows users to add training data.  

• The system allows users to remove inappropriate training data.  

• The system allows users to view training data.  

• The system allows users to predict/analysis disease.  

• The system allows users to generate reports.  

 

The following are the features of the android application.  

• The app allows users to create an account and login  

• The app allows users to add data using questionaries.  

• The app allows users to check their heart health status.  

 

1.4 Research Questions 

The research questions were as follows: 

• Which machine learning algorithms are best for predicting the diagnosis of coronary 

artery disease?  

• How can ICT be used to check whether a person has coronary artery disease in Sri Lanka? 
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1.5 Methodology 

Acquiring specific data by providing a questionnaire to clinical patients and using documents and 

records in previous research and the processed dataset is used to train the predictive models 

using variety of machine learning approaches (Algorithms). Using the web application and the 

mobile application, based on the classification models generated by these ML techniques, The 

user will be able to determine if a patient who exhibits the underlying characteristics of CAD is 

really suffering from CAD or not. 

There have been three main components in the proposed solution. 

1. Database 

2. Mobile application and web-based system 

3. Machine learning model (Refer Figure 1.1 from the main text) 

 

Figure 1:1 Methodology of Proposed Solution 
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1.6 Challenges 

Medical diagnosis is an inherently difficult undertaking that necessitates extreme precision while 

considering a variety of circumstances. 

Collecting clinical data in the COVID 19 setting is also a challenge. Furthermore, given the level of 

experience and knowledge required for accurate results, predicting the diagnosis of coronary 

artery disease is a far more difficult task. 

1.7 Outline of thesis 

The following is a breakdown of the thesis's structure. The second chapter examines existing 

machine learning-based methods to coronary artery disease (CAD) and other heart disease 

prediction systems. The proposed research design and technique are described in the third 

chapter. In this chapter, potential solutions to the research problem are discussed. Chapter four 

demonstrates the implementation details of the proposed methodologies. The assessment 

model and results of the proposed methodologies are presented in Chapter five. The final 

chapter, Chapter six, explains the thesis' conclusion and outlines further work. 

 

2.0 LITERATURE REVIEW 
 

There has previously been many good researches in the field of heart disease prediction using 

machine learning algorithms, but most of them have focused on machine learning in medical 

labs. Several studies on the diagnosis of CAD using data mining methods have been undertaken 

in previous years on various datasets. In the realm of cardiac disease, the Z-Alizadeh Sani dataset 

is the most recent dataset that researchers have used. Z-Alizadeh Sani has proposed using data 

mining approaches to diagnose CAD using ECG symptoms and features. (Senthilkumar Mohan, 

2019) (Kirmani, 2017) (Kiruthika Devi, et al., 2016). To find the diagnosis of CAD disease, the 

majority of the researchers used sequential minimum optimization and nave Bayes methods. 
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For the noninvasive diagnosis of CAD, Z-Alizadeh Sani developed a feature engineering approach 

that used the nave Bayes and SVM classifiers. They grew their dataset from around 500 sample 

records to over a thousand. They achieved 86% accuracy for the naïve Bayes algorithms algorithm 

and 96% accuracy for the SVM algorithm (Saadatfar, et al., 2020) (Soni, et al., 2011). 

 

Mursal Furqan, Hiba Rajput (Mursal Furqan, 2020 December) discusses a statistical model of 

heart disease that, based on basic parameters of the patients' health history, will help medical 

examiners and cardiac practitioners forecast heart disease. They applied three Machine Learning 

Classifier Models to create this prediction model: Logistic Regression Classifier, K-Nearest 

Neighbors Classifier, and Random Forest Classifier. Different important clinical features of a 

patient, critical for deciding a patient's heart disease, are taken by them in the first section and, 

secondly, they calculated the accuracy using different ML Classifiers are defined on the given 

dataset. When the proportion of test data is 0.2 percent, the maximum accuracy achieved is 87 

percent by logistic regression. 

Joloudari, et al. (Saadatfar, et al., 2020) for CAD diagnosis, use both the above methods and 

neural networks. They had the best results, with a 94% accuracy rate. 

Abdar et al. (Abdar, et al., 2019) established a new optimization technique called N2Genetic 

optimizer. The nuSVM was then utilized to determine whether or not the patients had CAD. On 

the Z-Alizadeh Sani dataset, the suggested detection approach outperformed existing methods 

with an accuracy of 93.08 %. 

Mohan et al. (S. Mohan, et al., 2019) developed a hybrid strategy for predicting heart disease 

based on a random forest and a linear model (HRFLM). On the Cleveland dataset, the proposed 

technique improved performance with an accuracy of 88.7%. 

K. Polara j et al (Polaraju & D, 2017) Prediction of related heart disease using several algorithms 

Multiple Linear Regression is good for predicting the risk of heart disease, according to the model. 

The research is based on a raw data collection of 1000 cases with 10 different features that were 

previously established. Since it is clear by looking at the result, the conclusion of the registration 
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algorithms is maximal in comparison to various algorithms, there are two phases of data division 

where 70% of the data is used to train the machine and 30% of the data is utilized for testing 

purposes. 

Makwana & Patel  (Makwana & Patel, 2015)  had done the research using a sequential minimal 

optimization algorithm and achieved  86% accuracy, and using naïve Bayes algorithms algorithm 

they achieved 87% accuracy. After combining both algorithms as a hybrid algorithm, they 

achieved 88% accuracy. 

Marjia et al. (Marjia & Afrin Haider, 2017) employing WEKA software for KStar, j48, SMO, Bayes 

Net, and Multilayer perception to construct a projection framework for heart disorders. 

Multilayer perception and J48 approaches achieve superior performance than KStar based on 

results from particular factor SMO and Bayes Net using kfold cross-validation. The precision of 

the algorithms is still unacceptably low. As a result, the efficiency of the accuracy is improved 

even more, allowing for the correct diagnosis to be made. 

 

Existing CAD detection systems suffer from some of the following flaws, as evidenced by the 

above-mentioned pieces of evidence. To begin with, most researchers have validated their 

suggested approach on a single dataset, with only a few investigations including at least two CAD 

datasets. As a result, the prediction results are unreliable. To demonstrate the generalizability of 

the suggested strategy, numerous CAD datasets should be used. 
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Comparison between similar projects and proposed model in feature-wise. 

• Feature 1 – Dataset 

 

Several studies on the diagnosis of CAD using data mining algorithms have been undertaken in 

recent years on various datasets. In the realm of cardiac disease, the Z-Alizadeh Sani dataset has 

lately been utilized by researchers (Senthilkumar Mohan, 2019), but they have not used clinical 

data. By contacting specialist doctors and medical professionals with clinical data sets, the 

proposed system would include some 40 criteria significant to a heart attack, including their 

weight, age, and priority levels.  

Comparison between related research and proposed model according to the dataset they had 

used in table 2.1 below. 

 

Reference Related Projects Dataset Details  Proposed Model Dataset Details 

 (S. Mohan, et al., 
2019) 

There are 303 records in the 
collection, each having 13 
properties. 

Z-Alizadeh Sani Data set (303 
records with 55 attributes) and 

local clinical data set with 40 
attributes 

(Abdar, et al., 2019) 
There are 303 records in the 
collection, each having 54 
properties. 

(Saadatfar, et al., 2020) 
There are 500 records in the 
collection, each having 54 
properties. 

(Makwana & Patel, 
2015) 

There are 303 records in the 
collection, each having 76 
properties. 

(Polaraju & D, 2017) 
There are 3000 records in the 
collection, each having 13 
properties. 

Table 2:1 Comparison between related research and proposed model according to the dataset they had used. 
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• Feature 2 – Algorithm 

 

Several research on the diagnosis of CAD utilizing various algorithms have been undertaken in 

recent years. We are using Random Forest Tree Classification, Decision Tree Algorithm, and K -

Nearest Neighbor Algorithm (KNN) techniques to develop an effective heart attack prediction 

system in this system. Because of using the above algorithms, delineate mining techniques can 

be understood with special adaptability. The algorithms are applied after the input is taken. The 

operation is carried out after accessing the data set, and an accurate prediction of CAD level is 

provided. 

Comparison between related research and proposed model according to the algorithm they used 

in table 2.2 below. 

Reference 
Related Projects Algorithm 

Details 
Proposed Model Algorithm 

Details 

(Mursal Furqan, 2020 
December) 

 K -Nearest Neighbor Algorithm 
(KNN), 
Logistic Regression, 
Random forest  
  

Random Forest Tree 
Classification, Decision Tree 

Algorithm, K -Nearest Neighbor 
Algorithm (KNN) 

(S. Mohan, et al., 2019) 
K -Nearest Neighbor Algorithm 
(KNN), Decision Trees (DT) 

(Abdar, et al., 2019) 
Naïve Bayes (NB), K-NN, Radial 
Basis Function (RBF), Single 
Conjunctive Rule Learner (SCRL), 

(Saadatfar, et al., 2020) 
Naïve Bayes-SMO, Random 
Forest Algorithm 

(Makwana & Patel, 
2015) 

K-means algorithms, 
MAFIA algorithms and decision 
tree classification 

(Polaraju & D, 2017) 
J48 algorithm, logistic model tree 
algorithm, Random Forest 
decision tree algorithm  

Table 2:2 Comparison between related research and proposed model according to the algorithms they had used 
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3.0 METHODOLOGY 
 

Acquiring specific data by providing a questionnaire to clinical patients and using documents and 

records in previous research and using a variety of machine learning approaches (Algorithms), 

the processed dataset is utilized to train predictive models. Using the web application and the 

mobile application, the user will be able to predict whether a patient who exhibits the underlying 

characteristics of CAD suffers from CAD or not based on the classification models built by these 

ML approaches. In the proposed solution, there were three essential components. 

1.0 Database 

2.0 Machine learning model 

3.0 Mobile application and web-based system 

 

3.1 Database 

 

This study uses a data source that contains the medical histories of approximately 500 people of 

various ages. This dataset provides us with much-needed data. The patient's medical 

characteristics, such as age, resting blood pressure, fasting sugar level, and so on, assist us in 

determining whether or not the patient has been diagnosed with heart disease.  

This dataset contains 40 medical variables from around 500 patients that help us determine if a 

patient is at risk of developing heart disease or not, as well as categories individuals who are at 

risk and those who are not. 

The disease dataset comes from the Z-Alizadeh Sani collection, as well as clinical data from the 

local. 

The pattern that leads to the detection of people at risk for CAD disease is retrieved from this 

dataset. These records are split into two parts. Training and Testing. 
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Figure 3.1 shows a description of the sample features utilized in the Z-Alizadeh-Sani dataset, 

along with their valid range. 

 

Figure 3:1 Features used in the Z-Alizadeh-Sani dataset with their valid range 

 

 

 

 

Figure 3:2 Sample Dataset 
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3.2 Machine Learning Model 

 

ML techniques enable the application of intelligent procedures to a variety of datasets in order 

to uncover important insights. Because of ML's programmability in exploring, analyzing, and 

interpreting datasets, it's a good fit for decision-makers in fields like medical diagnostics. 

The proposed methodology (in figure 3.2.1 below) includes steps, where the first stage is referred 

to as the collection of the data than in. The second stage extracts significant values, and the third 

stage is preprocessing, which involves data exploration. The initial dataset will be preprocessed 

to remove any potential noise that could affect the predictive analysis results.  

Depending on the techniques utilized, data preprocessing deals with missing values, data 

cleansing, and standardization. The preprocessing step is performed after the data is classified. 

In general, a set of processes leads to the generation of a set of cleaned data that may be utilized 

on the dataset, a procedure known as data preparation. 

The classifier is used to classify the pre-processed data once it has been pre-processed. K closest 

neighbors (KNN), Decision tree classification, and Random Forest tree classification are the 

classifiers employed in the suggested model. Finally, we put the proposed model to the test, 

evaluating it for accuracy and performance using multiple performance measures.  

During the training phase, a number of independent variables, such as age, gender, medical 

history, and symptoms, will be utilized in conjunction with a dependent variable to build a 

classification model. 

The user will therefore be able to predict whether a patient who exhibits the underlying 

characteristics of CAD suffers from CAD or not based on the classification models built by these 

ML approaches. 
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Figure 3:3 Proposed Machine Learning Model 

 

 

3.3 Mobile Application and Web-based System 

 

A web application that uses an intelligent algorithm to provide users with real-time advice on 

their risk of heart disease.  

Various details are provided into the application which are related to the heart disease. The 

application allows users to share their heart-related difficulties with others. It then checks for 

various risks linked with the CAD using user-specific information. Using some smart data mining 

algorithms to predict the most accurate condition that might be linked to the patient's 

information.  
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This web-based system accesses the machine learning model and the local database. Data 

retrieval, risk prediction algorithm, and generating a report is implemented by the system. The 

patients who supposed to enter the data using the mobile application can retrieve their own risk 

profile. (Saadatfar, et al., 2020). And also used to WHO/ ISH risk prediction chart parameters for 

the region of southeast Asia to calculate the CAD risk range based on these charts for the web 

application. 

 

 

 

Figure 3:4 Methodology of Proposed Solution 
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3.3.1 WHO/ISH risk prediction chart for South-East 
Asia 

This is the WHO/ ISH risk prediction chart for the region of southeast Asia. The charts provide approximate 

estimates of cardiovascular disease risk. Gender, Smoker or non-smoker, Age, blood pressure, total blood 

cholesterol (HDL/LDL/Triglyceride) are the parameters WHO used. I used these parameters to calculate 

the CAD risk range based on these charts for the web application. 

 

Figure 3:5 WHO/ISH risk prediction chart for SEAR B people with diabetes mellitus 

 

Figure 3:6 WHO/ISH risk prediction chart for SEAR B people without diabetes mellitus 
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4.0 IMPLEMENTATION 

4.3 Machine Learning Model 

• Collect data set  

 

Figure 4:1 ML Model-Collect data set 

• We need to check if there are any Null values in the dataset. If there are any Null, then 

we need to impute the values. 

 

• Check the datatypes to see if we need to perform encoding categorical data. 
 

 

Figure 4:2 Dataset -datatypes 
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• One of the most important stages in machine learning is feature selection. Irrelevant 

Parameters will lower the performance of the model. 

 

Figure 4:3 Dataset correction 

• Plotting heatmap to analyze the correlation of all the parameters 

 

Figure 4:4 Heatmap 
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• Feature selection - Univariate Selection 

 

Figure 4:5 Feature Selection 

 

 

Figure 4:6 Feature Selection Result 
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•  Feature selection - Feature Importance 

 

Figure 4:7 Graph of feature importance 

 

• Choose test and training set 

 

Figure 4:8 Choose test and training set 
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4.4 Mobile Application 

 

Figure 4:9 Mobile App Icon 

 

The users can choose this ‘CAD Prediction’ android application and can check their CAD risk 

using this app. 

4.4.1 Mobile app login and sign up 

 

Figure 4:10 Mobile app login and sign-up screens 
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To use the app, user need to login using the valid email address and password of your account. If 

you do not have an account yet, click ‘Signup’ and register with information like name, email and 

password. 

4.4.2 Data Entry Page 

 

 

Figure 4:11 Data entry page 

 

After login to the app user can fill the above form with fields related to their details of cardio. 

After submitting the form, the application will calculate the percentage of CAD risk. 
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4.4.3 Result Page 

 

 

Figure 4:12 Result Screen 
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4.5 Web-based System 

 

4.5.1 Login Page 

 

Figure 4:13 Login Page 

 

4.5.2 Menu 

 

Figure 4:14 Menu 

 

 

 



33 
 

4.5.3 CAD Analysis Management 
4.5.3.1 Data Grid and Search  

 

Figure 4:15 Data grid and search 

4.5.3.2 Add new record for analysis CAD Risk 

 

Figure 4:16 CAD Analysis new record 
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Figure 4:17 The risk color and the percentage based on the WHO chart 

 

 

 

 

4.5.4 Training Data Management 

 

Figure 4:18Training data management 
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4.5.5 Feature List Management 

 

Figure 4:19 Feature list management 

4.5.6 Doctor Management 

 

Figure 4:20 Doctor management 

4.5.7 Change Password 

 

Figure 4:21 Change password 
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5.0 EVALUTION  
 

Heart disease can be effectively managed with a combination of lifestyle changes, medications, 

and, in rare circumstances, surgery. Heart disease symptoms can be decreased, and the heart's 

function can be enhanced with the correct treatment. The predicted outcomes can be used to 

avoid and thereby lower the cost of surgical therapy as well as other costs. 

 

The overarching goal of my research will be to accurately predict the diagnosis of coronary artery 

heart disease using only a few tests and features. Characteristics that are thought to be the basic 

foundation for testing and, more or less, provide correct findings. Rather than the knowledge-

rich data hidden in the data set and databases, decisions are frequently made based on doctors' 

intuition and expertise. This practice leads to unintended biases, errors, and exorbitant medical 

costs, all of which have an impact on the quality of care offered to patients. 

 

The evaluation can be done by testing the accuracy of the classification using a different set of 

data. Case studies that have been carried out before as well as the data collected from portals 

will be used as the baseline to train the model and evaluation. The datasets will be split into 

training and test datasets. Analysis metrics such as accuracy, precision, the recall will be used for 

the evaluation of the model. The results obtained by the proposed model data and those of 

currently available data will be compared against each other. 

 

The confusion matrix is used to assess the performance of machine learning-derived classification 

models. The confusion matrix is a contingency table that shows how many instances are assigned 

to each class, allowing us to calculate classification accuracy, sensitivity, specificity, true positives 

(TPs), true negatives (TNs), false positives (FPs), and false negatives (FNs), among other things. 

(Makwana, 2015) Although there can be two or more classes involved, the dataset only contains 

two, resulting in a 2x2 confusion matrix for each classification model (Figure 1). In the case of the 

experiment in question, 
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• Has CAD - YES 

• No CAD – NO 

 

 Predicted Class 

Actual 
Class 

 Has CAD No CAD 

Has CAD True Positive (TP) False Negative (FN) 

No CAD False Positive (FP) True Negative (TN) 

 

 

True Positive (TP), False Positive (FP), False Negative (FN) and True Negative (TN) are defined as 

given in the table 1. At the same time, we observed the confusion matrix which was built 

according to the above table.  

In the confusion matrix, the terms TP, FP, FN, and TN are used. 

• True Positive (TP) - Number of patients that are predicate to have CAD and actually have 

CAD. 

• False Positive (FP) - Number of patients that are predicate to have CAD and do not 

actually have CAD. 

• False Negative (FN) - Number of patients that are predicate to not have CAD and 

actually have CAD. 

• True Negative (TN) - Number of patients that are predicate to not have CAD and do not 

actually have CAD. 

Accuracy is one of the most used performance comparison measures in classification analysis. 

The number of true predictions made by the model out of the total number of predictions 

generated by the model.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
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Error Rate is another performance metric that goes hand in hand with accuracy. After training 

the classifier with a given dataset, it is the total number of inaccurate predictions made by the 

model as a percentage of the total number of predictions. 

 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 = 1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

 

Sensitivity is the next performance indicator. It counts how many cases the classifier accurately 

predicted as positive out of the total number of instances that are actually positive. Recall or True 

Positive Rate are other terms for sensitivity. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

Specificity is the last performance metric that is used. It counts how many of the classifier's 

negative predictions were correct out of the total number of cases that were truly negative. True 

Negative Rate is another name for it. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

To predict the presence of CAD, I started with three fundamental machine learning models: 

Random Forest Tree Classification, Decision Tree Algorithm, and K-Nearest Neighbor Algorithm 

(KNN). The intuition was that the outputs of the basic models would be simple to interpret and 

explain to a non-machine learning audience. 
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5.3 Apply K -Nearest Neighbor Algorithm (KNN) 
Algorithm 

Apply K -Nearest Neighbor Algorithm (KNN) algorithm for the model and calculate the confusion 

matrix to see how many correct and incorrect predictions are through the confusion matrix. 

 

Figure 5:1 Confusion matrix -KNN Algorithm 

 

Figure 5:2 KNN Algorithm - Accuracy, Error rate, Sensitivity, Specificity 
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5.4 Apply Random Forest Tree Classification Algorithm 

Apply random forest tree classification algorithm for the model and calculate the confusion 

matrix to see how many correct and incorrect predictions are through the confusion matrix. 

 

Figure 5:3 Confusion matrix -Random Forest Algorithm 

 

Figure 5:4 Random Forest Algorithm - Accuracy, Error rate, Sensitivity, Specificity 
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5.5 Apply Decision Tree Classification algorithm 

Apply decision tree classification algorithm for the model and calculate the confusion matrix to 

see how many correct and incorrect predictions are through the confusion matrix. 

 

Figure 5:5 Confusion matrix - Decision Tree Algorithm 

 

Figure 5:6 Decision Tree Algorithm - Accuracy, Error rate, Sensitivity, Specificity 
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However, after analyzing the information, I discovered that the Random Forest Tree 

Classification model is more susceptible to over-fitting than the other two algorithms. 

Figure 1 summarizes the classification accuracy findings for the three classification techniques 

Random Forest Tree Classification, Decision Tree Algorithm, and K -Nearest Neighbor Algorithm 

(KNN). 

 

Figure 5:7 Accuracy Summarization 

Random Forest Tree Classification surpasses the Decision Tree Algorithm and the K-Nearest 

Neighbor Algorithm (KNN) in terms of accuracy, according to the results. While all three models 

have accuracy rates of over 80%, accuracy cannot be used as the sole performance criterion for 

the underlying research. 

Because the labeled class's bi-variable response is uneven, this is the case. Only 216 of the original 

303 patients are believed to have CAD, whereas the remaining 87 are said to be free of the 

disease. This mismatch may have a significant impact on the accuracy rate since the model can 

anticipate all values in the majority class, resulting in a high overall accuracy while blinding out 

mispredictions in the minority class. We recorded other parameters such as sensitivity and 

specificity to avoid this imbalance impacting our performance measurement. 
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6.0 CONCLUSION AND FUTURE WORK 
 

6.3 Conclusion 

 

With the increasing number of deaths due to coronary artery disease (CAD), it has become 

mandatory to develop a system to predict heart diseases effectively and accurately. The 

motivation for the study was to find the most efficient ML algorithm for detection of coronary 

artery disease (CAD) and also discusses the viable machine learning algorithm-based web-based 

system and mobile application for the prediction of coronary artery disease (CAD) diagnosis 

accurately. This study compares the accuracy score of Random Forest Tree Classification, 

Decision Tree Algorithm and K -Nearest Neighbor Algorithm (KNN) algorithms for predicting heart 

disease using UCI machine learning repository dataset. The result of this study indicates that the 

Random Forest Tree algorithm is the most efficient algorithm with accuracy score of 86% for 

prediction of coronary artery disease (CAD). 

 

6.4 Future Work 

 

In the future, the work can be improved by enhance this web application for various types of 

heart disease prediction based on different algorithms and using a larger dataset than the one 

used in this analysis, which will help to provide better results and assist health professionals in 

effectively and efficiently predicting heart disease. 
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