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ABSTRACT 

This study shows the automated highlight generation through the audiovisual framework for e-

sport Dota 2.  

Currently, in most of the video sharing platforms there are plenty of content creators on top of 

e-sports. Those contents are mostly based on the games played by the players. Community of 

the e-sport tent to watch those content through those platforms. With the high availability of 

contents and lack of time community missed most of the interesting videos. While discuss with 

the community can see that they tend to watch the highlights which is shorter version of full 

game play. While surfing video sharing platforms such as YouTube, stats shows that there are 

more views for highlights videos than full videos. 

Generation of highlights of the video consists of creating a shorter version of the video which 

consists of the most interesting parts of the original. It requires domain knowledge and time-

consuming process. In order to reduce those effort this research will facilitate efficient highlight 

generation tool with highlight detection and give final output as MP4 video output. This 

research work mainly based on the audio intensity detection, template matching to detect key 

events and event detection using predefined text appearing on the screen. In this research jointly 

uses visual features and audio features to construct highlight generation model and enable 

compact highlight representation.   

 In this highlight generation process, first identified the clips by analyzing the energy of the 

audio file. Identified clips passed into visual processing module. In the visual processing 

module that uses template matching and OCR techniques to identify the highlighted clips. 

Finally, all identified clips have been merged and created output in video file format. 
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1. INTRODUCTION 

Production of multimedia content based on video games has been rapidly increased in recent 

years. Millions of videos and image content publish on the internet daily and share among the 

community. The term esports describes video games that are played competitively and usually 

watched by large audiences(Hamari and Sjöblom, 2017). Esports has become an important 

research field across academia and industry(Mahlmann et al., 2016) due to the availability of 

high-dimensional, high-volume data from virtually every match.  

1.1. MOTIVATION 

Dota 2 is a multiplayer online battle arena video game developed and published by a company 

called Value which is American based game development company(“Dota 2,” 2017). The 

development of Dota 2 began in 2009 by IceFrog and the game is now released for Microsoft 

Windows, OS X, and Linux via the digital distribution platform called Steam. Dota 2 is played 

between two teams called Dire and Radiant has five players in each, with each team defending 

their Ancient on the map. Each player in the team can pick a hero as his character per game. 

Since the team combination and item builds per hero differ from game to game each game is 

unique.  

This game has a large e-sport community, with teams from over the world playing for many 

professional tournaments and leagues. Value conducts several main events for the community 

who can participate and win large prize pools.  Some of the tournaments are DreamLeague, We 

play Animajor, Singapore major, Omega league…etc. The main event called The International 

tournament has the biggest prize pool for any e-sport. In 2019 the prize pool was 

$34,330,069(“Esportsearnings,” 2020) and in 2021 the prize pool is $40,018,195,  announced 

to happen in Bucharest, Romania with  18 teams. Dota 2 has more than 11 million communities 

who play the game and most of them are addicted to watching the pro players' gameplays. As 

watching a Dota 2 game needs a lot of time, many players prefer to watch the summary of the 

games. In this sense, Dota fans have become more and more eager; this can be seen on 

YouTube(Pires and Simon, 2015) how many views got for gameplay highlights than full 

gameplay. 

The motivation came for this research work came after playing the game and watching videos 

for over 7 years. When surfing on YouTube some Dota 2 gameplay videos have more than one 

million views per video.  
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1.2. STATEMENT OF THE PROBLEM 

While going through video sharing platforms and steam platforms it can be seen that producing 

highlights of recorded videos for audio-visual content has been of great interest in the past few 

years. It's labor-intensive work that requires domain-specific knowledge with the process of 

generating any highlights. Generation of highlights of the video consists of creating a shorter 

version of the video which consists of the most interesting parts of the original. In Dota 2 contest 

viewers consider the most important events in the game such as Killstreak, multiple kills, 

Deaths, Tower destroys, Barracks destroy, Roshan kills, Courier kills, winning moments…etc. 

In this manual process, content creators use some video editing tools, video recording tools, 

monitoring tools, high-end computers…etc. This research will provide a model capable of 

automatically generating highlights focused on the online computer game Dota 2 which is 

helping to reduce the impact of the human factor for generating highlight videos.  

1.3. AIMS AND OBJECTIVES 

● To identify special moments in gameplay using Audio Analysis 

● To identify special movements in gameplay using Video Analysis 

● Generate highlight video of gameplay using identified special moments 

1.4. PROJECT SCOPE 

● High-resolution full gameplay capture needs for the process 

● Video and audio processing, natural language processing, and image processing 

techniques will be used in this study.  

● Only the English language will be considered in the study. 

1.5. PROPOSED SOLUTION OVERVIEW 

This thesis will describe how the system implemented using high-resolution video files as input 

and with aid of audio analyzing techniques and video analyzing using OpenCV, Tesseract and 

generate highlight video as output 

 

Figure 1: Overall Process 
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1.6. OPENCV 

OpenCV stands for Open-Source Computer Vision Library. As for the definition, this is an 

open-source project that has more than 2500 optimized algorithms, which contains a 

comprehensive set of both classic and state-of-the-art computer vision and machine learning 

algorithms. These algorithms can be used to detect and distinguish faces, recognize objects, 

classify human actions in videos, trail camera movements, trail moving objects, extract 3D 

models of objects, generate 3D point clouds from stereo cameras, stitch images together to 

generate a high-resolution image of an whole scene, find related images from an image 

database, eliminate red eyes from images taken using flash, track eye movements, identify 

scenery and establish markers to overlay it with augmented reality(Mahamkali and Ayyasamy, 

2015). 

OpenCV is originally developed by using C++ programming language and it is extended to 

several languages including Java. Currently, these implementations support Windows, Linux, 

Android and Mac OS. In this research it uses OpenCV version 4.5.3. 

 

1.7. TESSERACT 

TesseractAwas originally developed at Hewlett-PackardALaboratories Bristol and Hewlett-

Packard Co, Greeley Colorado between 1985 and 1994, with some more changes made in 1996 

to port to Windows, and some C++izing in 1998. In 2005 Tesseract was open-sourced by HP. 

Since 2006 it is developed by Google(Nair, 2016).  

Tesseract is an open-source Optical Character Recognition (OCR) engine, which can recognize 

more than 100 languages and it supports unicode (UTF-8). It can be train to recognize other 

languages as well. This engine is used machine learning algorithms and opencv techniques to 

recognize characters using the training dataset. Tesseract is originally developed by using C++ 

and built to different language libraries such as Python, Java. Currently, Tesseract 4 is released 

and source code can be found at GitHub, where there is a separate repository for Tesseract(Nair, 

2016). 

Tesseract OCR engine internally use machine learning techniques to recognize characters from 

its training dataset. 
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1.8. GAUSSIAN FILTER 

This is an image blurring technique which uses a Gaussian function. By blurring the image, it 

remove detail and the noise in the image for some extend. The Gaussian function of a 2D image 

is(H.-C. Shih, 2017), 

In image processing applications, the Gaussian distribution needs to be estimated by a 

convolution kernel. Therefore, values from this distribution are used to form a convolution 

matrix thenAapplied to the original image. Each pixel's novel value is a weighted average of 

that pixel's neighborhood. Thus, the original pixel's value obtains the heaviest weight (having 

the highest Gaussian value) and adjacent pixels receive smaller weights as their distance to the 

original pixel increase(H.-C. Shih, 2017). 

 

Figure 2: Gaussian distribution of a 2D Image 

By following above steps original image’s noise can be filtered. Gaussian filter is a low pass 

filter which is attenuating high frequency signals. Gaussian filter is commonly used to edge 

detection, medical studies. 

 

1.9. DOTABASE 

Dotabase(“Dotabase,” n.d.) is an Sqlite database which represents the data form the game files 

in Dota 2 and an sqlalchemy representation to be used with it. It’s an open-source project which 

provide developers to access the Dota 2 files such as he sounds files, image files, hero models, 

scripts…etc. One main feature of this project that couldn't find anywhere else, is a 

representation of dota's Hero Response system. This is the system that controls the various vocal 

responses that heroes have to actions that are happening in the game. 
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1.10. STRUCTURE OF THESIS 

Here, in this chapter described the Introduction of the research on, “Automated Highlights 

Generator for Dota 2 game Using Audio-Visual Framework”. In chapter 2, it is going to discuss 

the Existing Approaches. After that in chapter 3, it is going to show the Methodology that have 

been used. In chapter 4 added the Evaluation and Results of the developed model. In chapter 5, 

it will give the conclusion and details about future work. At the end of the thesis added 

Appendices and References. 

1.11. SUMMARY 

This chapter provided a brief introduction to research work. It also described the aim and 

objectives of the proposed system. Then, it shows the used the technologies. Finally, it 

presented the structure of the report. The next chapter will give a critical review of similar 

existing systems, including the new technologies and the guidelines make our project which fit 

the problem. 
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2. LITERATURE REVIEW 

2.1. INTRODUCTION 

The previous chapter has provided the introduction of the research. Also, it described the 

background and motivation for the project and the importance of the problem. Then it described 

almost the aim and objectives and the proposed solution in brief. This chapter hopes to give 

some background information on the research. Here going to describe other approaches to the 

problems that were stated in the previous chapter. 

2.2. TRADITIONAL SPORTS 

Several studies have been conducted in the generation of the highlights videos on sports such 

as football(Tedesco et al., n.d.), cricket(Shukla et al., 2018)(M. H. Kolekar and S. Sengupta, 

2008), soccer(Raventós, n.d.), basketball, ...etc as well as e-sports(Raventós, n.d.)(Chu and 

Chou, n.d.)(Song, 2016)(Mahlmann et al., 2016). Other than generating highlights using the 

research work has been conducted to analyze the player skills, weak points, strengths, 

suspicious behaviors…etc.  

The research has been conducted by Anant Baijal, Jaeyoun Cho, Woojung Lee and Byeong-

Seob Ko have conducted a study on Sports highlights generation based on acoustic events 

detection(Baijal et al., 2015). In this research, they have only derived information such as 

Referee Whistle, Commentator’s excitement Speech, Crowd noise from the audio to generate 

highlight videos. In this research, multi-stage classification is used to detection of key events 

which act as a highlight scene. In the first stage they used acoustic events detection with high 

recall rate and negligible precision error. Then by using detected events generated the 

highlights. In this research work Labeled data used to preprocessing and feature extraction. In 

feature extraction employed Mel Frequency Cepstral Coefficients and their first order 

differential coefficients, commonly known as delta-MFCC. Gaussian Mixture Models used to 

learn the extracted features. In that research they have used rugby as the case study, and they 

have achieved 97% Try Recall and 93% Highlights Precision as the results. This system was 

proposed to embed in consumer electronics and use to generating highlights in online 

broadcasts as well as in offline scenarios such as prerecorded videos. 

P. Karthivel K.P. Soman and M. Sabarimalai have conducted a study on Automated Referee 

Whistle Sound Detection for Extraction of Highlights from Sports Video(P et al., 2011). In that 

audio signal extracted separately then pre-process, filter-blank, Band pass filtering and 

extracted the highlighted moments. The referee whistle detector is designed for exploring the 
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possibility to build a unified framework to identify highlights from sports videos. This proposed 

method divided the audio into 6-second non-overlapping blocks and each block was processed 

to detect the whistle sounds.  This model was tested using an American Football audio stream 

of a 2-hour and 11-minute which includes game sounds and high background noise such as 

crowd cheering, applauses, and exited commentary.  

The research was published in 2018 under the topic of Automatic Cricket Highlight generation 

using Event-Driven and Excitement-Based features(Shukla et al., 2018) based on both audio 

and video. In this research it has been used image segmentation for detecting key events, Optical 

Character Recognition (OCR) engine for score detection, A CNN+SVM methodology to 

classify the keyframes, Audio intensity to detect crowd excitement. In this study the given video 

input has been segmented in early stages. The replays are detected by extracting frames from 

those segments. The cropped image from the frame is then used for classifying a video shot as 

an on-going event of the game or as a replay/advertisement using a Convolutional Neural 

Network (CNN) + Support Vector Machine (SVM) framework. This framework relies on 4096 

representations extracted from the fc7 layer of the AlexNet network, which are fed to a trained 

Linear Support Vector Machine that has been trained on representations of 2000 images of both 

classes. In this study showed the framework capable of achieving comparable results to manual 

highlights and that it yields acceptable results for cricket fans.  

P. Chappidi, K.R. Kothinti, and K.R. Namuduri has conducted study on Automatic Extraction 

of Highlights from a Cricket Video using HMM and MPEG-7 Descriptors(Namuduri, 2009). 

In this study proposed Hidden Markov Model (HMM) to model the highlight. Every shot and 

its transition to the next shot are compared with the model. The shots that have same transition 

pattern as that of the HMM are extracted to form the highlight. In this study used the color 

variations of the different areas of the ground such as grass color, pitch color, texture, motion 

and number of edges in the frames.  

2.3. E-SPORTS 

With the advent of live streaming systems such as Twitch, Youtube, Facebook, GoodGame, 

many works have been proposed on top of those systems from various perspectives. Kaytoue 

et al(Kaytoue et al., 2012) focused on electronic sports videos streamed by Twitch and 

advocated that much potential revenue can be made to professional gamers, casters, and 

streaming platforms. They have proposed a model to predict the number of viewers and 

category of viewers for a specific Twitch channel. There are a few numbers of research were 

conducted for game videos with the perspective of audio and visual analysis. Several image 
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processing and computer vision techniques have been utilized by Douglass to gameplay 

recordings. Lewis et al.(Lewis et al., n.d.) analysed player’s actions, such as actions per time 

frame and spatial variance of action, to discover the correlation between actions and winning 

games. Not surprisingly, they found that gamers able to most quickly execute actions tend to 

win. Rioult et al.(Rioult et al., 2014) extracted topological clues, such as the area of a polygon 

where players move and the inertia of the team, to predict outcomes of multi-player online battle 

arena games. 

Wei-Ta Chu and Yung-CheinChu have conducted a study on Event Detection and Highlight 

Detection of Broadcasted Game Videos(Chu and Chou, n.d.) which is focused on game event 

detection, highlight detection by recognizing pre-defined text on the screen. In that paper, they 

have used the League of Legends game as a cause study and used the Tesseract OCR package 

to recognize the predefined text which will appear in the key events. This study used Arousal 

Model that the level of arousal of a user rises as a consequence of the increase of various stimuli, 

in the representation of various features in this work. This study achieved 92% average event 

detection accuracy. This study has been evaluated by 24 games of League of Legends World 

Cham- pion broadcasted by Twitch games in 2014, which can be grouped into six game series, 

and each series comprises multiple games between two teams.  

With the spread of eSports championships, a video-based highlight encounter detector for 

Multiplayer Online Battle Arena (MOBA) games was proposed(Song, 2016). The author 

proposed various solutions for frame-wise classifiers based on CNN and RNN, considering 

both single and cascaded architectures, and different shapes for the output; in fact, the data set 

was tagged considering four different levels of highlight, starting from non-highlight up to 

maximum relevance. The peak performances were achieved, mostly, considering only a binary 

output: one of the considered games reported precision of 83.2% and a recall of 86.3%. A point 

to stress out about this model is that it was designed to work with real-time video streams. 

Research has been conducted on Event Detection and Highlight Detection of Broadcasted Game 

Videos(Chu and Chou, n.d.) based on the League of Legends which is similar to Dota 2. It has 

been used predefined text appears on screen to detect highlights and events. In this research 

they employed Tesseract OCR package to recognise the text appearing on the screen. Through 

recognizing predefined text displayed on screen, they detected events to ease direct access. For 

highlight detection, they described visual appearance, events, and viewer’s reaction, and then 

construct two highlight models. Evaluation on famous game videos shows that the proposed 

methods yield accurate event detection and promising highlight extraction performance. 
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2.4. SUMMERY  

This literature review revealed that Neural network, Image processing technologies, OCR, 

Sound event classification has been widely used in the video summarization field. According 

to the literature, it can be improving the accuracy when the data is pre-processed by removing 

noise. The next chapter will explain the methodology in this research work. 
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3. METHODOLOGY 

3.1. INTRODUCTION 

In the previous chapter discussed about the technologies that adapt to the research. This chapter 

mainly describes about the design and implementation to the solution made, gives a description 

about which inputs have used and inputs, outputs and process. It also includes the main structure 

of the system.  

There are several important phases in the Dota 2 game video to identify before processing.  

• Cinematic pre-casting 

• Hero drafting phase 

• Game play phase 

• End game phase 

 

 
Figure 3: Cinematic casting view 

 

Figure 4: Hero drafting phase 
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Figure 5: Game Play Phase 

 

 

Figure 6: End game phase 

These phases occur in game as sequence above mentioned order. Before starting the game play 

part of the video can be labelled as drafting phase. Game play part can be labelled using special 

characteristics of the UI in game and End game part can be labelled using victory screen. 

There are several important areas in game play screen to identify before understanding the 

highlight generation process. Those are, 

i. Event Banner 

ii. Event indicator 
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iii. Map 

iv. Player chats 

v. Hero Bar 

vi. Player/Hero stats 

vii. Selected player 

viii. Selected player current gold 

 

Figure 7: Sample image of gameplay 

When special events occur, special effects often appear such as kill banners, hero skills, text 

changing…etc. 

Table 1: Some Special event text 

Text Description Major/

Minor 

{Px} drew first blood by killing {Py B} First kill in game Major 

{Px} {kill icon} {Px} Side panel indicate every kill All 

Events 

{Px} bounty rune 40 each Collect bounty rune Minor 

Radiant structured fortified Fortification activated Minor 

Dire structured fortified Minor 

{Px} destroy tower Tower destroyed Minor 

{Px} is on a killing spree Player has 3 kills steak Major 
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{Px} is Dominating Player has 4 kill steak Major 

{Px} is on a Mega kill Player has 5 kill steak Major 

{Px} is Unstoppable Player has 6 kill steak Major 

{Px} is Wicked sick Player has 7 kill steak Major 

{Px} is on a Monster kill Player has 8 kill steak Major 

{Px} is on a Godlike Player has 9 kill steak Major 

{Px} is on Beyond Godlike Player has 10 or more kill 

steak 

Major 

{Px} is unstoppable with a double kill Get two kills in short period Major 

{Px} is killing spree with a triple kill Get three kills in short period Major 

{Px} is mega kill steak with a ultra-kill Get four kills in short period Major 

{Px} is unstoppable with a rampage Get five kills in short period Major 

{Tx} VICTORY Team has won the game Major 

 

 

3.2. OVERALL SYSTEM DESIGN 

For extract highlight in game play video this research will extract features from both video 

frames and audio. Constructed model using both features will be used to construct the model. 

This proposed model contains two separate modules related to audio processing and video 

processing.  
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Figure 8: Proposed System Design 

3.3. AUDIO PROCESSING 

In the system will extracted audio file as wav format and it will be converted to mono channel 

by averaging both channel data. In audio that consists of caster audio, crowd cheering and the 

game audio. Game audio comes with different announcer pack which indicates special events 

mentioned in Table 1: Some Special event text and hero skills sound effects for different 

powers. Combination of more hero skill sounds indicate that heroes battling with each other’s. 

When casting game by a casters level of caster voice is changing time to time according to the 

situation of the game. Histogram of Gradients of Time-Frequency will be used to detect audio 

scene.   

For detecting the exactment of the crowd or the casters will use the intensity level of the created 

mono wav file. Louder the sound generates higher amplitude and lower the sound generate 

lower amplitude because the intensity of sound is proportional to the square of amplitude. 

Intensity is defined to be the power per unit area carried by a wave. The intensity of a sound 

depends upon its pressure amplitude. The relationship between the intensity of a sound wave 
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and its pressure amplitude (or pressure variation Δp) is where P is the power through an area 

A, 

 

Figure 9: Equations to calculate intensity levels 

By applying moving average filtering, it will reduce the noise from the audio signal. Using that 

moving averaged results that will calculate the threshold values for particular section of audio 

to detect excitement timelines. Here use the down sampling techniques to improve the memory 

efficient because the input video length is normally around 1 hour. In below graph horizontal 

line indicates the dynamically created threshold value for detection excitements. 

 

Figure 10: Amplitude vs Time plot for audio file 

Because of some instance noise there are some clips which are in small time frames. To avoid 

that those noise clips only selected the clips which have considerable time. The derived time 

frame will pass to next stage for video processing. 
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Figure 11: Short Time Energy Distribution 

3.4. VIDEO PROCESSING 

In this Video processing module use, given raw video file and timeline which is derived from 

the Audio processing module as the inputs. Since the Audio processing module detects the 

excitements, that timeline may contain unnecessary clips which can be omitted in the highlight 

video. If all the clips derived from the above model, output will be lengthier. In this module can 

fine tune the output to the acceptable accuracy.  

Video processing module contains three main parts, 

• Game Start identifier 

• Key Event Detector 
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Figure 12: Video processing module 

As the first step of this module get 2 frames per second in time bound of above mentioned. 

Those frames are used to above modules in video processing. The system reads the image by 

converting the input image to a grayscale image. 

3.4.1. GAME START IDENTIFIER 

When game hero drafting phase begins “Hero Bar” does not appear and it is starting to appear 

when game starts. This will be derived by calculating the defined width height relative to the 

resolution of the derived frame. In this Hero Bar contains 10 heroes battling in the game, game 

timer, day/night indicator and the kills each team got up to the current state of the game. 

 

 

Figure 13: Hero Bar Detected Colored Vs Grayscale 

 

Figure 14: Dotabase Hero Templates 



18 
 

In this derived hero bar will match using template matching algorithms with hero templates 

which will be obtained by Database resources. The game starting time detect if the 10 heroes 

appearing in the Hero Bar with more than 0.8 confidence. So, the other clips before to that 

time will be ignored and that will not be considered as part of highlights even though that was 

detected as excitement events. For the Figure 13, the implemented model has detected the 

heroes correctly with the following score. 

 

Figure 15: Console Output Hero List Detected with Confidence 

3.4.2. KEY EVENT DETECTION 

The events happen during the game play can be categorized into major and minor events subject 

to highlights generation. In highlights no need to include each and every events happen in the 

game play. For this study it has been selected few major events as follows.  

• Destroy the towers 

• Hero Kills (Double Kill, Triple Kill, Ultra Kill, Rampage) 

• Roshan Kills 

• Scan by a team 

• Victory 

For the Hero Kill, Roshan Kills, Scan by a team there is indicators appearing on the Event 

Indication section. Those events have been identified using template matching. If any clip 

includes the special events that has been added to final highlights. 

 
Roshan Kill template 

 
Hero Kill/Tower destroy template 



19 
 

 
Scan in progress template 

 

 

 
Figure 16: Special event detection using Template matching 

For special events such as Victory, Double Kill, Triple Kill, Ultra Kill…etc text banner will 

appear on Event Banner section. Those events are identified by processing the kill banner area 

in the derived frame. From the frame system will crop the kill banner area by calculation the 

size of area relative to the resolution of the frame. 

 

Figure 17: Cropped Kill Banner Area 

This detected frame will convert into gray scale image and apply adaptive thresholds algorithm 

for that image. The detected area will apply the canny edge detection algorithm before pass that 

into Tesseract OCR. 
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Figure 18: Canny edge detected selected area 

 The output from the OCR process will be checked with the pre-defined texts which is appearing 

on the Kill Banner to determine whether it is special event or not. 
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4. EVALUATION AND RESULTS 

4.1. ITRODUCTION 

The above chapter described about the design and implementation of the proposed solution. 

This chapter includes a evaluation results about the things in this research.  

4.2. EVALUATION CRITERIAS 

When planning performance evaluation of an image processing application, there could be 

situation that an algorithm processes an image with rare or unusual features. Such situations, 

the performance depends on the performance indicators. Typical performance indicators 

include [1] 

1. Accuracy: algorithm’s performance with respect to some reference 

2. Robustness: algorithm’s ability for enduring numerous conditions 

3. Sensitivity: algorithm’s responsive to small changes in structures 

4. Adaptability: algorithm’s behavior with variation in images 

5. Reliability: output of the algorithm when repeatedly using the same stable data 

6. Efficiency: the practicability of an algorithm (space and time) 

In this study, it is considering image processing domain area with template matching, optical 

character recognition which is printed in game screen and audio processing area with intensity 

based excitement detection. 

Canny Edge Detection used since its efficiency is higher, it is well fit with simple images and 

complex images as well and higher signal to noise ratio than the other edge 

detection(Chandwadkar et al., 2013) 



22 
 

 

Figure 19: Comparison between Sobel Edge Detection and Canny Edge Detection(Chandwadkar et al., 2013) 

 

Figure 20: Comparison between SobelAEdge Detection and CannyAEdge Detection (a) original Image (b) Sobel 
output (c) canny output(Chandwadkar et al., 2013) 

To identify Kill Banner data, it is used OCR technique to extract the text from the frames. 

Tesseract is used as the OCR because currently it is a better and free open-source OCR engine 

compared to GOCR and Transym(Patel et al., n.d.). Accuracy of identifying different types of 

fonts, different resolution levels, different brightness levels and performance speed is better in 

Tesseract with compared to other open-source OCR engines. Comparison between Tesseract 

and GOCR is as follows, 
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Figure 21: Comparison between Tools using different Brightness values(Patel et al., n.d.) 

 

Figure 22: Comparison between Tools using different Image types(Patel et al., n.d.) 

 

Figure 23: Comparison between Tools using different Resolution values(Patel et al., n.d.) 



24 
 

This research used template matching for identify heros selected playing in the game and match 

with templates such as scan, kill, Roshan…etc to detect the key evets occurring in the game 

play. Following tables illustrates the accuracy of the different template matching algorithms. 

 

Figure 24: Comparison between template matching algorithms(Sibiryakov, 2011) 

  

 

Figure 25: Performance of PQ-HOG and NCC in three dataset(Sibiryakov, 2011) 

 

4.3. RESULTS 

In this developed model is tested with 10 full game play videos in 1080p resolution which 

collected from the YouTube. System has monitored in two steps and collected results as Audio 

Analyzing module and Final Output. Following table shows the output from the audio analyzing 

module.  
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Figure 26: Stats related to audio processing module 

Above table shows the detection accuracy of selected special events. In overall the audio 

processing module achieved kill detection accuracy 93.9% and compression ratio for original 

video to highlight 4.09.  

 

Figure 27: Stats for outcome 

Above table shows the final results for the evaluated data set. In the final output the system 

achieved compression ratio 4.26. The system gave the highlights video file with the average 

length of. 12min 26sec(746 seconds). 
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Figure 28: Input file length to Highlight Length 

Following results have been obtained by the system for the evaluated videos, 

• Average kill detection Accuracy: 93.99% 

• Average length for highlight using audio analyzer: 773 Seconds (12min 53Sec) 

• Average video Compression ratio using audio module: 4.09 

• Average highlight length for final output: 746 (12min 26sec) 

• Average video compression ratio for final output: 4.26 

The implemented system’s output compared with highlights published in the YouTube. 

Most of the tournament games are published in the YouTube official channels in the format 

of full game play and highlight game play which is created by content creators. Those data 

collected by manually from the YouTube and compared with the output. The results show 

82 seconds standard deviation for differences between output length of proposed system 

and the already published videos on the YouTube. Following table and graph show the 

compression of the system final output with the official highlights. 
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Figure 29: Comparison YouTube highlights with output by system 

 

Figure 30: Graph YouTube highlight and output developed system 
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5. CONCLUSION & FUTURE WORK 

5.1. INTRODUCTION 

In the previous chapter have discussed the evaluation methodologies and demonstrate the 

evaluation results for this research. This chapter provides a summary and further work. 

5.2. CONCLUSION 

In this study, it is implemented a system to generate highlights process by using python 

programming language, audio processing and image processing. Identified excitements clips 

have been used by the video analysis. When plating the game, the given frame can be segmented 

as Hero Bar, Key events indicator, Kill Banner, Selected Hero, Mini Map…etc. Those regions 

pre-processed before applying the template matching and OCR techniques. By combining these 

methodologies final output generated as video file. This research work will fill the lack of 

highlight generator for Dota 2 game.  

5.3. FUTURE WORK 

The output length of the current system cannot be controlled by the user and the system is 

restricted for the English language. 

As for the future work, this system can enhance to generate highlights with the weighted event 

detection which help to give score to the highlight clips. Then user will be able to trim the final 

video output as they prefer. Currently this system supports only for the English language. But 

the game is supporting multi languages. This can be extended to support multi languages. 

Furthermore, the audio analyzing module can be extended by adding audio classification 

algorithms with game sounds which are available through the Dotabase API. 
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Appendix A 

USER INTERFACES OF APPLICATION 
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INTERMIDIATE RESULTS 
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