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ABSTRACT 

Mental health problems represent a major public heath challenge worldwide, and depression 

in particular is a serious and widespread form of mental illness. The major issue with 

depression is that if it is not diagnosed and treated as early as possible, the negative impact it 

can have on the individual’s life is huge. In many cases, professionals do not have access to 

patients during early stages of depression unless patients themselves or their relatives report 

the symptoms to a clinician. However, with the continuous increase in popularity of social 

media platforms among people all over the world, it was discovered that social media posts 

could be favorable in detecting mental health illnesses. Therefore, in this study we developed 

a state-of-art deep learning model to predict the likelihood of a social media user to be 

diagnosed with depression at an early stage. Then we evaluated the model using an Early Risk 

Detection Error (ERDE) metric which rewards early detections and penalize late detections. 

The results show that our deep learning model performs reasonably well on Reddit platform, 

but there’s more room for improvement, particularly with imbalanced datasets. 
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CHAPTER 1 

INTRODUCTION 

This chapter presents the motivation for this study on early detection of depression, explains 

the state of problem, aims and objectives and scope of the work.  

 

1.1 Motivation 

Social media such as Twitter, Facebook, Reddit and Online discussion forums have become 

extremely popular as open and free communication platforms where people can self-express, 

share feelings and enjoy their experiences with others in the community. Many people who go 

through difficult times find it easy to verbalize their internal restlessness on online platforms 

when true feelings are difficult to articulate. Due to this reason, researchers discovered that 

social media can be used for detection, prevention and intervention of mental health illnesses 

(Coppersmith et al., 2015), so that professional help can be directed towards the people who 

are in need.  

As depression is a major contributor for the increasing numbers of mental health issues, it will 

be a great help for professionals if depression can be identified via these online platforms. 

Further, it is a known fact that if depression is not treated in a timely manner, it can affect the 

daily lifestyle, ruin relationships, increase risky behavior and gradually make it difficult to 

overcome the illness. Therefore, early diagnosis is a crucial aspect of depression.  

However, in most cases professionals do not have access to patients during early stages of 

diagnosis unless patients themselves or their relatives report the symptoms to a clinician. But, 

if there is an automated system to analyze the language in user posts on social media and alert 

the professionals, it would be beneficial for the society in general. 

 

1.2 Statement of the problem 

Depression is known to be one of the most common mental illnesses which has become a 

major issue for mental health practitioners as professional help is inaccessible to a larger 

population and the social stigma around depression prevents people from reaching out to 

medical experts. Further, professional help can be expensive, time consuming and depression 

can be often misdiagnosed. Depression can negatively affect daily activities of a person’s life. 

It can cause individuals to suffer greatly and loose interest or pleasure in activities once 
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enjoyed, loose appetite, experience difficulty in sleeping or sleeping too much, feeling 

worthless and etc. When depression is long lasting with moderate and severe intensity, it can 

even lead to suicide. According to WHO, more than 264 million people are affected with 

depression worldwide and closer to 800 000 people die due to suicide every year.  

With the advancements in Natural Language Processing (NLP), computational linguistics and 

text analysis methods, several studies have been carried out to detect depression using social 

media based on the posts the individuals share. Few areas of interest in this domain are 

identifying posts as depressive posts (Fatima et al., 2017), classifying users as depressed or 

healthy (Resnik et al., 2015; Singh and Wang, n.d.), detecting the degree of depression as 

mild, moderate and severe, detecting the degree of depression as a score (Schwartz et al., 

2014; Stephen and P., 2019) and early detection of depression (Owen et al., 2020; Wald et al., 

2012). Among these, early detection can be considered as the most beneficial for 

professionals because, if depression is detected early, proper treatments can be offered to 

reduce the negative effects before things start to escalate to a suicidal level. Hence, this study 

proposes a method for early detection of depression using social media, as they are excellent 

platforms for providing public records over a long period of time and it reveals lot of 

information about user’s health and changes in their mental state.  

Previous researches have mostly been carried out for early detection using clinically 

diagnosed/self-reported cases (De Choudhury et al., 2014, 2013). The problem in this scenario 

is that users themselves claim that they have been diagnosed with depression. Therefore, 

verifying the reliability of the information difficult. Most of the other studies based on early 

detection used linguistic, semantic and writing features to build their models (A. G. Reece et 

al., 2017) and few of them used deep learning techniques. (Orabi et al., 2018) 

Even though these models performed well in predicting depressed and non-depressed samples 

for the task of early detection, there was no proper method to evaluate how early they 

diagnosed the cases. Previous studies were not able to assess early risk of depression properly. 

 

Furthermore, the latest discovery in the field of NLP is the introduction to transformer models 

(Devlin et al., 2019). These models have not yet been widely used for mental health related 

tasks. Therefore, there is an absence in state-of-art models for NLP, tested with proper 

evaluation metrics to support early alert systems. 
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1.3 Research Aims and Objectives 

The primary focus of this research is expressed in terms of aims and objectives. 

1.3.1 Aim 

This research project aims to propose a novel approach for early detection of 

depression for self-expressed cases in social media, specifically in Reddit platform, 

by using one of the latest deep learning models called BERT. Additionally, this 

study aims to evaluate the model using a new metric called ERDE (Early Risk 

Detection Error) and find out how well BERT models perform on early risk 

detection tasks. This approach will be helpful for professionals to detect users who 

are likely to be diagnosed with depression in the future, at a stage where even the 

users themselves are unaware of the instabilities in their mental state.   

1.3.2 Objectives 

This study intent to achieve the following objectives. 

1. To understand and perform a critical study on the relationship between depression 

and social media. 

2. To identify the suitability of deep learning models like BERT for the early 

detection of depression 

3. To develop a model to predict the likelihood of a user to be diagnosed with 

depression at an early stage. 

4. To evaluate the model using early risk detection metric and discover how well the 

model performs during early stages. 

 

1.4 Scope 

This study focuses on developing a deep learning model for early detection of depression 

using a publicly available dataset (‘2018 CLEF eRisk’) on self-expressed cases. Since the 

dataset is based on English language, the model will be applicable to only English-speaking 

users.  
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1.5 Structure of the Thesis 

The thesis gives an introduction to the problem followed by the aims and objectives of the 

research. Next, the literature review and a summary of papers is presented. The methodology 

includes a brief introduction to machine learning techniques, detailed description of the 

dataset and how the model is trained for the prediction task. Then the evaluation metrics are 

discussed and finally the results are presented with the conclusion and future work. 
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 CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

Currently, medical practitioners evaluate depression mostly through surveys based on 

patients’ self-reported experiences and statements. Thereafter, they analyze symptoms and 

classify them into distinct categories (absent, mild, moderate, severe) in order to prescribe 

treatments. With the evolution of machine learning and deep learning techniques in the field 

of Natural Language Processing, various studies have been carried out to explore the potential 

of detecting symptoms and characteristics of mental health illnesses through social media 

content. This information could serve as a guidance for clinicians and as well as for patients. 

Over the years, the studies on depression in particular, have been able to reveal significant 

markers for detecting the degree of depression in posts, detecting depression in users, and 

predicting depression of users at early stages.  

2.2 Literature Review 

2.2.1.  Detection of Depression 

In an attempt to detecting posts and communities as depressive and non-depressive, 

(Fatima et al., 2017) performed a linguistic and semantic analysis with machine 

learning techniques to a dataset extracted from a popular blogging site called 

LiveJournal. Each post classified as depressive was then characterized according to 

the severity of depression as mild, moderate and severe. Despite the fact that this study 

focused more on classifying posts instead of detecting users with depression, it 

produced accurate results in identifying the severity of depression in posts. 

Many researches have worked on detecting depression of users by analyzing their 

language on social media platforms. (De Choudhury et al., 2013) carried out a clinical 

survey to collect data using crowdsourcing method, then developed a supervised 

model based on emotional expression, linguistic style, user engagement, and 

egocentric social network properties. Further, a social media depression index (SMDI) 

was introduced to predict and compare depression rates in cities/states and at diurnal 

and annual scales across men and women. Additionally, the authors were able to 

verify that users with depression tend to use first-person pronouns more often in their 

writings. Another study (Resnik et al., 2015) worked on mainly two publicaly 
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available datasets and several sophisticated LDA models, topic modeling techniques,  

to detect depression by analysing linguistic style. These improved models were able to 

derive topics with high predictive value in user's language.  

(Orabi et al., 2018) assessed a deep learning approach to identify users at risk with 

depression using a publicaly availble Twitter dataset. This novel architecture 

introduced an optimized word embedding modal which could be incoperated in deep 

learning models to detect depression of twitter users with limited data. In another 

study (Singh and Wang, n.d.), the tweets scraped from various Twitter posts were fed 

into several deep learning models to predict depression of each user. A comparative 

analysis was carried out to examine the effects of character based vs word based 

models and pretrained embeddings vs learned embeddings. The results declared that 

word based GRU and CNN models performed well with high accuracy.  

Then researchers became interested in detecting the degree of depression in online 

users. (Stephen and P., 2019) introduced a mechanism to calculate the level-of-

depression /depression-score of Twitter users based on the emotional integrity of their 

tweets. Results were validated via manual intervention. It was disclosed that 

depression levels do coorelate with tweets and users with depression published tweets 

during specific hours of the day and during specific days of the week. Another study 

(Schwartz et al., 2014) presented an approach to predict the degree of depression of an 

individual entirely based on the laguage used in their Facebook updates. The degree of 

depression was assessed over time as a continuos value rather than classes. For that, 

authors built a regression model on survey responses and Facebook status updates. 

When estimating seasonal changes of users, it was found that degree of depression 

often increases from summer to winter. 

While the task of detecting online users with depression was becoming a successful 

venture, researchers recently started investigating more on early detection of 

depression as  it can be beneficial for clinicians and patients to identify symptoms at 

an early stage.  
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2.2.2.  Early Detection of Depression 

This approach allows professionals to attend to individuals who are at risk, and 

provide treatments before depression can do any damage to their lives.  

One of the earliest developments which provided a basis for predicting depression via 

social media was (Choudhury et al., 2013). This study emphasized on the potential of 

using Twitter as a tool to predict whether an individual is likely to suffer from 

depression in the future. Crowdsourcing was used to collect assessments  from Twitter 

users with MDD (Major Depressive Disorder). By analysing the social media behavior 

of users during past one year (dating back from the reported onset or the day survey 

was taken), it was shown that users with depression have lowered social activity, 

greater negative emotion, high self-attentional focus, increased relational and 

medicinal concerns, and intense expression of religious thoughts. The authors 

undertook another research to understand the feasibility of using Facebook to detect 

and predict onset of Postpartum Depression (PPD) in new mothers (De Choudhury et 

al., 2014). An online survey was conducted to gather self-reported diagnoses of PPD, 

along with scores of a common depression screening tool. By analysing data available 

before childbirth, a series of statistical models were developed to predict a mother's 

likelihood of PPD.  

The authors of (A. G. Reece et al., 2017) gathered the date of first depression 

diagnosis of Twitter users via crowdsourcing, then categorized Twitter data of the 

selected users into 'healthy' and 'affected' groups. Futhermore, a timeline for 

'depression and onset recovery' was portayed as per 'user-days'. This revealed that 

there is a high probability for depressed individuals to show symptoms even in the 

period of nine months prior to diagnosis. Three months before the diagnosis, there 

seemed to be a rise in depression and, post-diagnosis the probability of depression 

began to decrease after 3-4 months. 

The crowdsourcing method, collect data from users who claimed to be diagnosed with 

depression or users who have already suffered through depressive eposodes in the 

past. Hence, the reliaibility of the diagnosis dates gathered from these self- reported 

individuals is questionable. Further, crowdsourcing is a time consuming and a heavy 

process. Instead, it would be more useful if we can filter and extract data from social 

media platforms directly and manually annotate them with a professional’s 

intervention. The reason being that sometimes users are unaware of their own mental 
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state, so when they express themselves explicitly on online platforms, the revealing 

information  can be very beneficial. 

An interesting turn in the field of early risk detection took place when CLEF 

(Conference and Labs for the Evaluation Forum) organized the ‘eRisk2018’ workshop 

(“CLEF eRisk: Early risk prediction on the Internet | CLEF 2018 workshop,” n.d.) 

where teams could participate in two tasks namely, ‘Early detection of Depression’ 

and ‘Early detection of Aneroxia’. The organizers released a valid dataset which is 

manually labelled and the challege was to detect the traces of depression by 

sequencially processing user posts in social media. eRisk2018 also proposed a new 

evaluation metric called ERDE (Early Risk Detection Error) to reward early detections 

and penalize late detections. As and when the submissions from users are pushed to 

the system as chunks, it has to make a decision as early as possible. The purpose of the 

suggested mechanism is to compare the effectivness of proposed models which should 

maximise the F1 score for positive cases and minimize the overall ERDE value. 

One of the participants (Cacheda et al., 2019), used eRisk2018 dataset extracted from 

Reddit to analyse the user bahaviour based on textual, semantic and writing features 

and built two models for the task of prediction, singleton model to identify depresive 

cases and dual model to address non depressive cases. Both models produced 

moderate results for the ERDE metric, out of which dual model performed the best. 

Another study (Maupome and Meurs, 2019), incorperated topic modelling to identify 

early signs of depression and a simple neural network MLP (Multi Layer Perceptron) 

to predict results. The modal seemed to favour non depressive samples and there was a 

noticable delay in taking the decision as to user indicates depressive symptoms or not. 

One of the best performing systems that was submitted to the workshop was 

developed by (Ramírez-Cifuentes and Freire, 2018). The model employed linguistic 

information and depression related vocabulary with Logistic Regression classifier. The 

authors discovered that processing text, post by post rather than chunk by chunk can 

futher reduce the ERDE value. This UPFA model produced lowest ERDE50 score 

which is 6.41% among all candidates. (Bucur and Dinu, 2020) also used a topic 

modelling approach to extract embeddings from user posts and feed them to a fully 

connected neural network. Additionally, the model incorporates a confidence score to 

guide the decision process. This  addresses the problem of having to wait till the last 

chunk of the dataset to make the decision. Hence, the modal emits the decision, 

whether the user is likely to be diagnosed with depression, as early as possible. 
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As discussed above, most of the proposed systems for the task of detecting depression 

in eRisk2018 workshop, used features such as n-grams, topic modelling, Linguistic 

Inquiry and word Count (LIWC), emotion and semantic indicators and other user 

metadata. Most commonly used methods were Logistic Regression, Support Vector 

Machines (SVM), Random Forests and neural networks.  

However, the latest deep learning techniques and algorithms have not been tested on 

this dataset. One of the emerging methods to solve various NPL tasks is transformer 

model. The most popular transformer model is known as BERT (Bidirectional 

Encoder Representations from Transformers) from Google. According to (González-

Carvajal and Garrido-Merchán, 2021) who compared BERT model with different 

traditional machine learning algorithms (Logistic Regression, Voting Classifier and 

etc) retrieving TF-IDF (Term Frequency - Inverse Document Frequency) as feature 

inputs on different datasets, verified that BERT outperforms most of the traditional 

approaches. But as any other model, BERT also has its own limitations. Another study 

(Maslej-Krešňáková et al., 2020) compared BERT with already existing similar 

models (CNN with GloVe(CC) embeddings and BiLTSM and etc.) which again 

offered better results.  

In the field of mental health, the authors  (Owen et al., 2020) extracted tweets from 

Twitter API to predict depression and anxiety in Twitter users who have not been 

diagnosed with relavent symptoms yet. Three human annotators were involved in the 

process of labelling the posts. The results of the comparative analysis between pre-

trained language models like BERT and ALBERT and traditional linear models 

suggests that LMs performed relatively well but when data was unbalanced, traditional 

models were on par. 

Due to the promising results produced by BERT modal on various other NLP tasks, 

this study proposes a novel approach to detect the early stages of depression using 

BERT modal and evaluate the early detection with ERDE metric.  
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2.3 Summary 

Table 2.1: Summary of Literature 

Analysis of user-generated 

content from online social 

communities of characterize 

and predict depression 

degree 

(Fatima et al., 2017) 

• Data extracted from a blogging site named ‘LiveJournal’ 

• Post and community classification using LIWC features and 

Random Forest classifier 

• Depression degree (mild, moderate, and severe) analysis 

using Live Journal mood tags 

• Above 92% accuracy in post, community and degree 

classification 

• User classification was not addressed 

Social Media as a 

Measurement Tool of 

Depression in Populations 

(De Choudhury et al., 2013) 

• Crowdsourcing to collect clinically diagnosed date along 

with data from Twitter. (Self-reported cases)  

• Engagement and ego network features, n-grams, linguistic 

style, emotion and time features were used. 

• Social Media Depression Index (SMDI) to predict degree of 

depression based on daily postings of users. 

• SVM Classifier 

• Analysis on population characteristics of depression using 

SMDI 
Beyond LDA: Exploring 

Supervised Topic Modeling 

for Depression-Related 

Language in Twitter 

(Resnik et al., 2015) 

• CLPsych 2015 publically available Twitter dataset (Self-

reported) 
• Stream-of-consciousness publically available dataset for 

LDA learning process 
• Supervised LDA, Supervised Anchor Model and Supervised 

Nested LDA  
Deep Learning for 

Depression Detection of 

Twitter Users 

(Orabi et al., 2018) 

• CLPsych 2015 and Bell Let’s Talk datasets  

• Introduced an optimized word embedder for deep learning 

classifications 

• CNN (CNNWithMax, MultiChannelCNN, 

MultiChannelPoolingCNN) and RNN 

Detecting Depression 

Through Tweets 

(Singh and Wang, n.d.) 

• Filtered out Tweets and labelled manually 

• Word embeddings using Word2vec 

• Word based CNN, RNN and GRU models 

• Character based GRU model 

• Word based GRU model performed best. 

Detecting the magnitude of 

depression in Twitter users 

using sentiment analysis 

(Stephen and P., 2019) 

• Filtered out Tweets using tags like #abuse, #anxiety, #addict, 

#addiction, and #bullying  

• Sentiment analysis on tweets by calculating base emotions 

• Calculated sentiment scores for each user 

• Calculated final depression magnitude for each user by 

adding weighted scores for emotions indicated in their tweets 

• Revealed that tweets were posted during specific hours of the 
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day and specific days of the week amidst the depressive 

episodes  

Towards Assessing Changes 

in Degree of Depression 

through Facebook 

(Schwartz et al., 2014) 

• Data collected through a Facebook application and a 

questionnaire 
• Features include n-grams, topics from LDA, Lexica from 

LIWC and no. of words 

• Regression modelling 
• Accuracy evaluation with Pearson correlation coefficient 

Predicting Depression via 

social media  
(Choudhury et al., 2013) 

• Crowdsourcing to collect clinically diagnosed date along 

with data from Twitter and CES-D screening test (Self-

reported cases)  

• Features related to engagement, egocentric social graph, 

emotions, linguistic style, depression language, and diurnal 

activity 

• SVM model with linguistic features alone performed the 

best. 

• Findings show that users with depression have lowered 

social activity, greater negative emotion, high self-attentional 

focus, increased relational and medicinal concerns, and 

intense expression of religious thoughts  

Characterizing and 

Predicting Postpartum 

Depression from Shared 

Facebook Data 

(De Choudhury et al., 2014) 

• Online survey on Facebook based on PHQ-9 depression 

screening tool 
• Considered both prenatal (50 weeks) and postnatal (10 

weeks) 
• Features related to user characteristics, social capital, 

emotions, linguistic style 
• Stepwise Logistic Model 
• Findings show that mothers with depression posted more 

about their concerns and questions on social media and less 

likely to show their depressive emotions online. 
Forecasting the onset and 

course of mental illness with 

Twitter data 

(A. Reece et al., 2017) 

• Crowdsourcing to collect clinically diagnosed date along 

with data from Twitter and CES-D screening test (Self-

reported cases)  

• labMT, LIWC and ANEW unigrams to quantify the 

happiness expressed by tweets. 

• 1200-tree Random Forests classifier 

• Time series analysis using two state Hidden Makov Model.  

• Findings suggests that there’s a high probability for 

depressed individuals to show symptoms even in the period 

of nine months prior to diagnosis. 

 
Early Detection of 

Depression: Social Network 

• eRisk2018 dataset 

• Singleton model to predict depression cases 
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Analysis and Random 

Forest Techniques 

(Cacheda et al., 2019) 

• Dual model to predict nondepression cases 
• Random Forest Classifer  
• Features related to textual spreading (time gap, time span), 

text similarity features (Bag of words, IDF) and semantic 

similarity features(LSA)  
• Shrinking threshold value to classify depression samples 
• ERDE metric 

Using Topic Extraction on 

Social Media Content for 

the Early Detection of 

Depression 

(Maupome and Meurs, 

2019) 

 

• eRisk 2018 dataset.  

• Topic extraction using LDA 

• Multi Layer Perceptron (MLP) for prediction 

• Shrinking thershold value to classify depression samples 

• ERDE5 – 10.04% and ERDE50 – 7.85% 

UPF's Participation at the 

CLEF eRisk 2018: Early 

Risk Prediction on the 

Internet 

(Ramírez-Cifuentes and 

Freire, 2018) 

• eRisk 2018 dataset 

• Features include depression related vocabulary (LIWC), N-

grams and vocaulary with added weighted scores. 

• Logistic Regression and Random Forest 

• Threshold value to classify depression samples 

• Best performing model is Logistic Regression model 

developed using N-grams and LIWC 

• 5th place in the workshop for F1 Score – 0.55 

• Lowest value for ERDE50 – 6.41% 

Detecting Early Onset of 

Depression from Social 

Media Text using Learned 

Confidence Scores 

(Bucur and Dinu, 2020) 

• eRisk 2018 dataset 

• Latent Semantic Indexing modal to extract embeddings from 

text to be used as input to the neural network. 
• Emits the decision if the out-of-distribution confidence score 

is above a certain threshold. 
• Start labelling users at early stages.  

Towards Preemptive 

Detection of Depression and 

Anxiety in Twitter 

(Owen et al., 2020) 

• Filtered tweets on terms like ‘depress’, ‘anxie’, or ‘anxio’, 

but not ‘diagnos’ 

• Three human annotators labelled the dataset. 

• SVM with TD-IDF and/or word embeddings 

• BERT and ALBERT language models 

• BERT performed well despite being trained on pre-trained 

model 
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CHAPTER 3 

METHODOLOGY 

This chapter provides a brief introduction to machine learning techniques used in the 

methodology, then explains the design overview, presents a detail description of the dataset 

and how the model is trained to predict the likelihood of a user to be diagnosed with 

depression. 

 

3.1 Machine Learning Techniques  

For this NLP based study, we have used machine learning to automate the task of identifying 

the early risk and classifying the users on social media as depressed and non-depressed.   

 3.1.1 Deep Learning 

Deep learning is a subfield of machine learning which is also known as deep neural 

networks. This is due to the reason that it uses neural network architectures. The term 

“deep” denotes the number of hidden layers in the neural network. In contrast to 

traditional neural networks which only contain 2-3 hidden layers, deep networks can 

have hundreds of hidden layers. Deep learning models usually need large amount of 

labelled data to produce quality results. These models can learn features directly from 

the data without having to manually extract features from the dataset. Therefore, 

having more data can improve the deep neural network.  

Furthermore, deep learning models have shown high levels of accuracy to the point 

where in some instances like classifying objects in images, deep learning has even 

outperformed humans. Convolutional Neural Network (CNNs), Long Short Term 

Memory Networks (LSTMs), Recurrent Neural Networks (RNNs) and Generative 

Adversarial Networks (GANs) are few example of deep learning algorithms. 

But in the real world there’s a lack of large labelled data sets. Due to the huge number 

of parameters in the networks, training models on such networks with smaller datasets 

can cause overfitting. Further, the absence of transfer learning was also an issue.  

As a solution to these issues the Transformer model was introduced by Google in 

2018. Transformer model is the latest addition to deep learning 



 

 

 

14 

 

These models follow “Transfer Learning”, the technique of training a deep learning 

model on a large dataset which then can be used to perform similar tasks on another 

dataset. Such models are called “pre-trained models”. 

 3.1.2 BERT  

BERT (Bidirectional Encoder Representations from Transformer) is an adaptation of 

transformer models mentioned above. BERT is known to be a cutting-edge technology 

in machine learning for Natural Language Processing. (Devlin et al., 2019) 

BERT is pre-trained on a large unlabeled data set which includes the entire Wikipedia 

(2500 million words) and book corpus of 800 million words. Nowadays this model is 

reused on many applications of downstream tasks like text classification, name-entity 

recognition, language model fine-tuning, sentence pair tasks and regression and etc. 

Previously, language models could only read text inputs sequentially, either from left-

to-right or right-to-left. But BERT is “deeply bidirectional” meaning that it learns the 

text input from both directions. This mechanism helps the model to understand the 

meaning of ambiguous language.  

 

Figure 3.1: BERT captures the context of both left and right 

 

BERT is pre-trained on two NLP tasks: 

1. Masked Language Modelling (MLM)  

This is the task of replacing 15% of the words in each sequence with a 

[MASK] token, then feeding these sequences to the BERT model to predict 

the hidden/masked words by understanding the context of the other 

unmasked words in the sequence.  

2. Next Sentence Prediction (NSP) 
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This task understands the relationship between sentences. Given two 

sentences, BERT model predicts whether the second sentence follows the 

first or if it’s a random sentence.  

                  

        Figure 3.2: Example of Next Sentence Prediction 

 

Many versions of BERT have emerged over the last few years. RoBERTa, 

DistilBERT and ALBERT are few of them. When BERT is fine-tuned on downstream 

tasks, in most instances, it has proven to produce more accurate results over the other 

deep learning models. 

 3.1.3 K-Fold Cross Validation 

K-Fold cross validation is a resampling technique which is used to ensure the stability 

of machine learning models. 

In K-fold cross validation, the whole data set is divided into k sets which are of equal 

size. Then first set is selected as the testing set and the model is trained on the 

remaining k-1 sets. Again, the second set is selected as the testing set and the model is 

trained on the remaining k-1 sets. Similarly, the process continuous for the rest of the 

sets.   

The importance of this technique is that each data point gets to be in a test set once 

and k-1 times in a training set.  As the value of K increases the variance in test-error 

also decreases. k=5, k=10 is said to be the most suitable values for k as it shows less 

biasness and less variance.   
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3.2 Dataset 

 3.2.1 Introduction 

According to literature, there can be three ways to find a depression related dataset for 

research purposes.  

1. Using crowdsourcing method 

A survey needs to be conducted based on a screening tool (CES-D, PHQ-9 etc) and 

collect the diagnosis dates from the users who stated that they have been 

depressed. Then select the eligible users and get access to their social media 

accounts to extract posts for further analysis. This method is more time consuming 

and the results will be based on self-reported cases, meaning these users 

themselves claimed that they have been diagnosed with depression. So the 

reliability of the user information is debatable. (Choudhury et al., 2013; De 

Choudhury et al., 2014) 

2. Running searches on social media platforms 

Researchers can either use filter words (#depres, #anxiety, #abuse, etc.) to select 

posts and retrieve data using relevant social media APIs, or they can search for 

communities related to depression on such platforms and collect posts of 

community members. (Owen et al., 2020) This method allows the researchers to 

find self-expressions of depression diagnoses and collect data from users who 

maybe even unaware of their own mental state. Finally, the resulting dataset needs 

to be manually annotated by professionals in the field of study.  

3. Using a publicly available dataset 

In this study, we have used a publicly available dataset which was initially created 

using the above mentioned second method. 
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 3.2.2 Data 

 ‘eRisk2018’ is a research collection published by CLEF workshop. (Losada and 

Crestani, 2016) We gained access to the dataset by signing a user agreement with the 

owners of dataset. A copy of the user agreement is given in Appendix A. 

The collection consists of 2 tasks (task1: depressed and non-depressed users; task2: 

anorexia and non-anorexia users). We considered only task 1 which is aimed towards 

early detection of signs of depression. 

eRisk2018 dataset is created from the Reddit platform, particularly from depression 

subreddits. Subreddits are communities where redditors can submit content such as 

posts, comments or direct links on a specific subject of interest.   

The owners of the dataset have collected data for depressed samples by running 

searches on subreddits. Then the posts have been manually reviewed to verify that 

they were real and acceptable. To avoid self-reported cases, expression like “I have 

depression”, “I think I have depression”, “I am depressed” have been removed from 

the dataset.  

Moreover, large number of random redditors were selected as non-depressed samples. 

Few numbers of users who were active on depression subreddit but did not indicate 

any depression symptom were also included in this set.  

For each user, the time period considered from first submission to last submission is 

approximately a year.  

3.2.3 Structure 

The ‘eRisk2018’ for task 1: early detection of sigs of depression provides a dataset 

which is divided into 10 chunks and ground truth of the corpus. The file structure is 

shown in Figure 3. 
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Figure 3.3: File Structure of eRisk2018 Dataset 

 

The posts from users are ordered in chronologically and divided into 10 chunks. Each 

chunk contains a set of XML files per user. The first chunk holds the oldest 10% of 

the submissions, the second chunk next 10% of the submission and so forth. Each user 

is identified by the subject id. 

For example, if subject314 had posted 200 posts over a year’s period of time, then all 

200 posts were chronologically ordered, and first 20 posts were put into first chunk 

against its subject id, subsequently second 20 posts were put into the second chunk 

and so on. Hence, each chunk contains 10% of the total number of posts.  

 

 

Figure 3.4: XML File Format 
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Figure 3.5: XML File Example 

Each XML file (per subject) contains 

• ID - anonymous id 

• TITLE - title of the post if available 

• DATE – posted date 

• INFO – type of content (post or comment)   

• TEXT – body of the post or comment 

 

 

 

 

 

 

3.2.4 Summary 

The ground truth contains total of 820 users with 79 labelled as 1 (depressed users) 

and 741 users as 0 (non-depressed users). The total number of writings from depressed 

users were 40,665 and non-depressed users were 503,782. 

The average period of time from first submission of a user to the last submission 

covers approximately a year.  

Table 3.1: Summary of eRisk 2018 dataset 

 Depressed Non-Depressed Total 

Users 79 741 820 

Writings 40,665 503,782 544,447 
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3.2.5 Process 

The dataset is divided into 10 chunks in order to support the early detection task. 

Therefore, during the testing stage, chunk by chunk is released. For example, once the 

first chunk is released, our model has to make one of the following decisions, 

• 1 – user is depressed 

• 0 – user is non-depressed 

• 2 – no decision, waiting for more chunks to make the decision 

Then the second chunk will be released. Then the third chunk and so forth. 

Once the model emits the decision 1 or 0, then it is considered as the final decision. So 

that we can evaluate how early the decision is emitted by the model.  (Losada et al., 

2018) 

3.3 Methodology 

This study is focused on building a deep learning model to identify the users with depression 

during early stages. 

After data preparation, we fine-tuned a pre-trained BERT model using the eRisk2018 dataset. 

Then we used this language model created from our eRisk2018 dataset and fine-tuned again 

for the prediction task. 

As explained in 3.2.5, chunk by chunk was released to predict results for each user.  

We used 5-fold cross validation to improve the accuracy. Therefore, we merged all the results 

from 5 folds and calculated the ERDE metric for each chunk. 

 

    Figure 3.6: Overview of the methodology 

Language Model 
Fine Tuning

Data
Preperation

Fine Tuning on BERT 
pre-trained model

Depression 
Prediction

Data 
Preperation

Fine Tuning on the 
Language model 

Predictions for 
each chunk

Evaluation Baseline Experiments ERDE Calculation
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Figure 3.7: Language Model data format 

 3.3.1 Data Preparation 

 The ground-truth corpus was split into two sets: training set 80% and test set 20% 

We used 5-fold cross validation to ensure less biasness in the dataset. Therefore, the 

dataset was divided into 5 splits where each split had following number of depressed 

and non-depressed users. 

Table 3.2: Summary of data in each split 

 Training Set Test Set 

Depressed 63 16 

Non-Depressed 593 148 

Total 656 164 

 

BERT model takes text sequences as inputs. For each split data was prepared for the 

language model and classification model separately. 

 3.3.1.1 Language Model 

Language Model requires only texts. Labels were removed from the dataset 

and posts of all the users in the training set were merged into a file. Similarly, 

the test file was created to evaluate the Language Model.  
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3.3.1.2 Classification Model 

For Classification Model, data needs to be arranged in a Python dataframe as 

follows. This was prepared for both training and test sets. 

Text – All posts from all chunks of a particular user 

 Label – Risk label of the user 

 

Figure 3.8: Classification Model data format 

 

 3.3.2 Language Model Fine-Tuning 

There are four types of pre-trained models of BERT. We have used BERT-Base: 12-

layer, 768-hidden-nodes, 12-attention-heads, 110M parameters. We used the “bert-

base-uncase” pre-trained model which has the same configurations to fine-tune our 

language model.  

The reason that we didn’t directly use the “bert-base-uncase” pre-trained model for the 

classification task is because sometimes, pre-trained language models can be less 

effective on data which has a highly specialized language such as health care data. 

Therefore, we fine-tuned the “bert-base-uncase” pre trained model on our dataset. The 

source code for creating a language model is given in Appendix B.  

We used “Simple Transformers” library for BERT modelling.   
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The hyperparameters for the language model are as follows. 

Table 3.3: Language Model hyperparameters 

 

 

 

 

It was advised to train the model for 2 to 4 number of epochs. Therefore, we fine-

tuned the model for 3 epochs. After tweaking the hyperparameters for better results, 

the model seemed to perform well with the above given values. The learning rate and 

batch size can make a huge difference to training results. Also, this process consumed 

high power and long training times.  

 We fine-tuned language models for each split. 

 

 3.3.3 Fine-Tuning BERT for Text Classification 

We used the language model that we previously fine-tuned on our dataset for the 

downstream task of binary classification. The source code for creating a language 

model is given in Appendix C. 

The hyperparameters of the classification model are as follows. 

Table 3.4: Classification Model hyperparameters 

 

 

 

After fine-tuning the language model for the classification task, we realized the model 

is suffering from overfitting. The evaluation loss was increasing from the start. This is 

due to the highly imbalanced dataset.  

Parameter BERT 

Learning Rate 2e-5 

No. of Training Epochs 3 

Maximum Sequence Length 512 

Batch Size 8 

Warm up steps 400 

Parameter BERT 

Learning Rate 1e-5 

No. of Training Epochs 10 

Maximum Sequence Length 256 

Batch Size 8 

Warm up steps 10 
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Figure 3.9: Evaluation Loss of Classification Model 

 

After reducing the learning rate to 1e-5 the model performed somewhat better. But to 

reduce the evaluation loss even more, we added class weights to the model. We 

calculated the class weights using “Sklearn” library in python and the values were 

[0.55311973, 5.20634921] 

Still the model was suffering from overfitting. Since the “SimpleTransformers” library 

did not support adding a dropout to the model, we couldn’t use the Dropout 

regularization method to reduce the loss. 

We fine-tuned classification models for each split. 

 3.3.4 Prediction 

As explained in 3.2.5. when the chunks are fed to the system one by one, model has to 

predict the user is either depressed, non-depressed or no decision (waiting for more 

chunks to decide)  

Since our classification model is favoring negative samples, due to the imbalanced 

dataset and overfitting, we calculated an optimal threshold value for positive samples 

using ROC curve, before starting the prediction task. See Appendix D for the source 

code. 

 

The prediction solution suggested by this study is as follows. 
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Figure 3.10: Prediction result file content Figure 3.11: Prediction results file format 

threshold = 0.75 

For each chunk 

 Get model outputs (model predictions) 

 Calculate optimal threshold values for positive samples 

 For each user  

  If (model output for positives > optimal threshold) 

   If (model output > threshold) 

    Set 1 

   Else 

    Set 2 

  Else 

   If (model output > threshold) 

    Set 0 

   Else 

    Set 2 

  

  

We used a threshold value = 0.75 to decide whether to wait for more chunks or 

confirm the decision.  

1 = Depressed, 0= No decision and 2 = Non-Depressed 

Once the prediction is completed, we saved the results of each chunk into a file. 

Each file contains the Subject ID, Label and Delay (No. of posts seen) 
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 CHAPTER 4  

EVALUATION AND RESULTS 

This chapter explains the evaluation plan of the research and reveals the results of our 

prediction model. 

 

4.1 Evaluation 

In this study, I have evaluated both the language model and the classification model. Language 

model was evaluated using perplexity and the classification model was evaluated against two 

metrics: Performance metrics and the ERDE metric that was introduced by the eRisk2018 

organizers to reward early diagnosis of depression. 

 4.1.1 Perplexity 

 Most commonly used evaluation metric for language models is perplexity. 

 If there is a tokenized sequence 𝑋 = (𝑥0, 𝑥1, … , 𝑥𝑡) then the perplexity is defined by 

  

Perplexity of a language model can be described as the uncertainty level for predicting 

the following symbol. Thus, lower the perplexity better the language model is. But for 

masked language models like BERT, perplexity is not the best evaluation metric. 

 4.1.2 Performance Metrics 

To evaluate the classification model performance, we applied standard metrics widely 

used for classification problems.  

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
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 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

 𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2  𝑥  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

 where:   

 TP – samples which model predicts as positive and are actually positive 

 TN – samples which model predicts as negative and are actually negative 

 FP – samples which model predicts as positive but are actually negative  

 FN – samples which model predicts as negative but are actually positive 

4.1.3 ERDE Metric 

ERDE stands for Early Risk Detection Error which rewards early detection of positive 

samples of a system. eRisk2018 organizers introduced ERDE metric due to the reason 

that standard classification metrics are time unaware.  

This measure takes into account the correctness of the decision and delay in taking the 

decision. An early risk detection system should process the texts in order they were 

created and detect the risk samples as soon as possible. So that, the system can 

monitor social media evidence as and when they appear online. In real world domain, 

data can be highly imbalanced, therefore different predictions were given different 

weights.  

𝐸𝑅𝐷𝐸𝑜(𝑑, 𝑘) =

{
 
 

 
 
𝑐𝑓𝑝                𝑖𝑓 𝑑 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐴𝑁𝐷 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑃)

𝑐𝑓𝑛                𝑖𝑓 𝑑 = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝐴𝑁𝐷 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝐹𝑁)

𝑙𝑐𝑜(𝑘). 𝑐𝑡𝑝   𝑖𝑓 𝑑 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐴𝑁𝐷 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

  0                  𝑖𝑓 𝑑 = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝐴𝑁𝐷 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)}
 
 

 
 

 

  where: 𝑑 = 𝑏𝑖𝑛𝑎𝑟𝑦 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑡𝑎𝑘𝑒𝑛 𝑏𝑦 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚  

   𝑐𝑓𝑛 = 1 

   𝑐𝑓𝑝 = 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑎𝑠𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 

   𝑘 = 𝑑𝑒𝑙𝑎𝑦 (𝑛𝑜 𝑜𝑓 𝑠𝑢𝑏𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 𝑠𝑒𝑒𝑛 𝑏𝑒𝑓𝑜𝑟𝑒 𝑡𝑎𝑘𝑖𝑛𝑔 𝑡ℎ𝑒 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛) 
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   𝑙𝑐𝑜(𝑘) = 1 −
1

1+𝑒𝑘−𝑜
 

   𝑐𝑡𝑝 = 1 

   𝑜 = 5 𝑓𝑜𝑟 𝐸𝑅𝐷𝐸5    𝑜𝑟    50 𝑓𝑜𝑟 𝐸𝑅𝐷𝐸50 

For each user, ERDE was calculated and the mean of all the values is taken as the final 

score. 

In ERDE5 penalties grow after the first 5 submissions from the user. This metric is 

very sensitive to delays. In ERDE50 penalties grow after first 50 submissions.  

Late detection of a positive case, i.e. depressed user, will be penalized. But late 

detection of a negative case, i.e. non depressed user, is not an issue for the system. 

Therefore, this metric measures the early detection of risk cases and detection of non- 

risk cases. 

 According to ERDE metric if a system takes fewer submissions to make the correct 

decision, then the system is better. Thus lower the ERDE value is better the system.  

See Appendix E for the source code. 

4.2 Results 

 4.2.1 Perplexity 

The language model evaluation metric used in SimpleTransformers for BERT is the 

perplexity value. But as mentioned in 4.1.1, it is not the best metric to evaluate BERT 

language models. The output values for each split are given below. 

  

Table 4.1: Language Model Output 

 a b c d e 

Perplexity 7.6486 8.3565 8.4897 8.5396 8.0598 

 

 These values are comparatively low and better and shows that the uncertainty is low.
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4.2.2 Performance Metrics 

The evaluation results of the Classification Model are as follows.  

Table 4.2: Performance metrics for each split 

 a b c d e 

Accuracy 0.8476 0.8720 0.8841 0.8841 0.8780 

F1 Score 0.1935 0.3636 0.3871 0.3871 0.2857 

Precision 0.2 0.3529 0.4 0.4 0.3333 

Recall 0.1875 0.3750 0.3750 0.3750 0.25 

 

Due to the imbalanced dataset and overfitting of the model, F1 scores are very low. 

Similarly, Precision and Recall values are low. Accuracy is considerably high due to 

the large number of negative samples.  

 4.2.3 ERDE  

To calculate the overall ERDE value in each chunk, we merged results from 5 folds 

and then calculated the ERDE. 

Given below is the comparison of our results with one of the best performing models 

submitted for eRisk 2018 workshop. UPFA model has the lowest and best ERDE50 

measure which is 6.41% 

 

Table 4.3: ERDE metric for all chunks 

 1 2 3 4 5 6 7 8 9 10 

ERDE5-

BERT 

10.03% 10.03% 10.01% 9.85% 

 

9.55% 9.31% 9.31% 9.31% 9.29% 9.29% 

ERDE50-

BERT 

8.91% 8.26% 8.25% 8.05% 7.93% 7.93% 7.84% 7.74% 7.61% 7.56% 

           

ERDE5-

UPFA 

9.26% 9.04% 9.04% 9.05% 9.06% 9.07% 9.08% 9.11% 9.11% 9.11% 

ERDE50-

UPFA 

7.99% 7.16% 7.04% 6.72% 6.73% 6.62% 6.63% 6.65% 6.65% 6.41% 
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Compared to the UPFA models, our BERT models have produced moderate results. But 

when considering the F1 scores of the Classification Model, there was a considerable 

improvement in ERDE values. This could be due to the use of optimal threshold value for 

prediction. Threshold values have lowered the ERDE value. Our best ERDE value was 

obtained using ERDE50 with 7.56% value. 

    

CHAPTER 5 

CONCLUSION AND FUTURE WORK 

This chapter briefly describes the conclusion of our study and the future work that can be 

done to improve the results. 

5.1 Conclusion 

In this paper, we have presented an experimental analysis of the eRisk2018 dataset collected 

from Reddit platform. We have developed a BERT model using the dataset which is highly 

imbalanced. We fine-tuned the “bert-base-uncase” pretrained model on our dataset and used 

that language model for the task of binary classification. Since our model was suffering from 

overfitting, we introduced two threshold values for prediction. The optimal threshold value 

was calculated using ROC curve for each chunk. The global threshold was a fixed value set to 

0.75. As per the eRisk instructions, when we fed the system with each chunk in chronological 

order, and evaluated the system with ERDE metric, it produced moderate results.  

The real-world data related to depression is also highly imbalanced. Therefore, this dataset is 

an ideal sample to train a model for early detection of depression. 

5.2 Future Work 

In future work, we intend to utilize more training time when fine-tuning models and analyze 

the results. We can also train our data on other BERT models like RoBERTa, ALBERT and 

DistilBERT to see which model performs the best on this dataset.  
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