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ABSTRACT

In the 21st century, the usage of Web 2.0 shows a vast increase in its growth with highly
attracting more users each year by allowing them to carry out most of the activities online.
After the impact of Covid19, most of the fashion cloth and textiles industries transferred from
the physical to the digital world. When it comes specifically to clothing and accessories
shopping, people always look for new styles, fashions, and brands in the market. However, it
is challenging to find high-quality products which meet the exact needs in an online scenario.
The customer reviews and ratings play a vital role in helping customers find quality items that
best match the need. With the advancement of social media, opinionated information and
reviews available on the web are vast. Therefore, it is hard to manually go through and
compare every review, and it is a time and energy-consuming task. The lack of personalized
suggestions given to the users depending on customer opinions, user preferences, and their
factors makes them difficult to choose from various items. Getting to know about own
customers and their behaviours is very important for a success of a business. Only having the
customer details and their purchased details would not yield a clear insight. Without knowing
the targeted groups of customers and the product’s strengths and weaknesses, the retailers
cannot improve their sales. In addition, there is no option for the users to try on clothes and
accessories in online scenarios before they make the purchase. The customers must take the
body measurements manually and decide on a size that would fit their body. This paper
presents a ‘Fashion Suggesting Intelligent System” which addresses the current problems the
customers and retailers facing in the online fashion retailing industry using Opinion Mining,
Aspect-Based Sentiment Analysis, Personalized Suggestions and Augmented reality. The
research proposes a hybrid approach that combines unsupervised and supervised learning to
enhance sentiment analysis. The results from the sentiment analysis are used in providing
personalized suggestions to customers and intelligent insight to merchants. The proposed
system aims to assist customers and retailers while shopping and selling online by providing
an intelligent system that can analyze customer’s opinions at an aspect level and provide
personalized suggestions, deep customer insight and targeted groups to of customers. In
addition, the system combines augmented reality in a traditional online shopping context to

virtually fit on clothes before making a purchase.

Keywords: Sentiment Analysis, Opinion Mining, Aspect Level, Personalized Suggestion,

Augmented Reality
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CHAPTER 1
INTRODUCTION

1.1 Introduction

The research work aims to develop and evaluate a feasible solution to an aspect-based opinion
classification task, which consists of an intelligent system to provide personalized suggestions
on fashionable clothes and assist customers while shopping online. In addition, the research
expects to include an Augmented Reality (AR) feature which allows the user to outfit clothes
virtually. Along with the online customers, the merchants would also benefit from the research

work by getting intelligent customer insight and targeted personalized advertising.

The research work addresses four research areas for the above purposes: aspect-based opinion
mining on textual reviews, personalized recommendations, AR in virtual dressing, and

intelligence in customer insight with targeted advertising.

In this chapter, Section 1.1 outlines the domain of the problem, and Section 1.2 discusses the
primary motivation with the relevance and the challenges in the selected research fields. Next,
in Section 1.3, the research problem is discussed in more detail, and the rest of the sections
highlight the aim, objectives, scope, and contribution of the proposed research work. Finally,

in Section 1.7, the structure of the thesis is given, summarizing the contents.

1.2 Problem Domain

In the 21st century, the usage of Web 2.0 shows a vast increase in its growth with highly
attracting more users each year by allowing them to carry out most of the activities online.
After the impact of Covid19, most of the fashion cloth and textiles industries transferred from
the physical to the digital world. There is a considerable increment in people who do shopping
online in the past few years because of social distancing. This fact brought up the concept ‘E-

Commerce’ a very popular all around the world.

Clothes are the basic need of a human being, giving more benefit to companies, including
small businesses selling clothes and accessories. Scientists psychologically proved that
shopping could reduce stress and depression more effectively by improving the buyer’s mood,
called ‘Retail Therapy’. Hence, the number of people who do shopping online and offline

keeps increasing over the years.



When it comes specifically to clothing and accessories shopping, people always look for new
styles, fashions, and brands in the market. In the past, the users ask their families, friends, and
neighbours before buying any item to get their opinions. In the case of merchants, they use
polls, surveys, and feedback forms to get back their customer’s views and reviews. Since all
the industries are moving into the digital era, the amount of information consumed also

increased.

According to the Fashion Ecommerce report! produced by Statista in 2021, there is noticeable
substantial growth in fashion sectors including apparel, footwear and accessories. Figure 1

shows the penetration rate change in the fashion market as the year progress.

— Ecommerce ~— Apparel Footwear ~— Bags& Accessories

Figure 1: Penetration Rate Change in Fashion Market

Social media has taken an essential role in impacting the usage of e-commerce by sharing
opinionated information with others. Customer opinions are publicly available nowadays as
reviews and ratings in several sources (e.g., Online reviews, blogs, forums, Facebook,
Tweets). For example, the big companies in e-commerce, Amazon, Myntra, Cnet, Trip
Advisor, Yelp, Reteiltall, Epinions, and Ciao UK, have already collected their customer’s

opinions.

The customer reviews and ratings help the user in decision-making, find the strengths and
weaknesses of any product and buy high-quality products. On the other hand, it helps the
merchants to understand their customers better and release desired products. However, the
high volume of opinionated information makes it both the customers and merchants

challenging to make decisions.

1 https://www.statista.com/study/38340/ecommerce-report-fashion/
2
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When buying clothes and accessories, the other concern is how to make sure the item will best
fit the user. The unavailability of a fit-on option while making online purchases discourages
customers and might make them buy clothes and accessories that do not suit user body

measurements at the end.

Even though there is huge customer demand in the online cloth retail domain, there are
problems in the current context which need to be addressed to improve the overall online

shopping experience and customer merchant satisfaction.

1.3 Motivation

In the digital era, people are so familiar with buying and selling products online with the help
of the internet. The new normal after Covid19 further encouraged the people more to shop
online rather than physically visiting an outlet. People always love to buy new clothes and
fashionable accessories despite the time. Hence, there is a considerable demand for the online

fashion retailing industry, which benefits online merchants.

Most retailers got forced to shut their outlets during the pandemic and go for an online selling
business model. The need for e-commerce stores to handle the demands of consumers during
the lockdown period is continually growing. According to the report? submitted by just-style,

36% of total fashion sales are expected by 2022 in the global fashion online market.

With the rapid development in online shopping, the opinionated information available on the
web also got increased. The blogs, forums, Facebook, Twitter, YouTube, and all other social
media paved the way for customers to share their opinions about the purchased items as
reviews and ratings (Gupta and Joshi, 2020). The customer reviews help customers compare
the strengths and weaknesses of an item in making buying decisions and help merchants

market their products and identify new opportunities.

According to Spiegel news website®, about 95% of customers read reviews before buying any
product. This fact shows the impact of customer opinions in the field of online shopping. The
statistics reported by Heinz Marketing* says 92% of buyers are more likely to buy an item
after reading a trusted review. Therefore, it is essential to understand the customer opinions

semantically to assist users in decision-making.

2 https://www.juststyle.com
3 https://www.spiegel.de/international/
4 https://www.heinzmarketing.com/
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The customer reviews are usually in a text format which requires to be carefully read and
understood. Manually analysing many text reviews and comparing the product’s positive and
negative points is a difficult task. The abundance of reviews available on the web needs a
mechanism to automatically extract the opinions expressed from the reviews and summarize
helpful information to the users and the retailers. A popular NLP technique to apply on such

cases is Sentiment Analysis and Opinion Mining.

One of the primary motivations for mining opinions in reviews is that they represent positive
and negative sentiments. The numbers would not completely give an idea about the user
sentiments towards an item in rating systems frameworks. As indicated by (Pang and Lee,

2008), it is tough to adjust different user’s scales appropriately.

The Aspect-Based Opinion Mining (ABOM) is a sub-research area that evaluates the opinions
about the aspects of an entity, for example, examining the feature, attribute, or characteristics.
Analysing the sentiment at aspect levels gives more fine-grained opinions towards each aspect
(Bauman et al., 2017). The overall rating gives a general opinion towards the particular
product, but critically analysing the review word by word gives a deep insight into how

customers react to each aspect and what sentiment they have towards it.

ABOM can be used in online fashion retailing to extract the aspects of the items and examine
the customer’s opinions and sentiments towards each aspect. The aspect level opinion mining
can benefit customers and retailers in many ways. The customers can get a summarized
knowledge of other’s opinions towards a product and its aspects. That makes the traditional
way of searching for products more time and energy-efficient. By providing this knowledge in

e-commerce stores, the users can easily compare and buy items.

In addition, the recommender systems can utilize opinions about aspects to provide
personalized suggestions. Traditional recommender systems generally use customer’s
purchase details and behaviour in the past. However, this knowledge about the past is not
much effective in the modern scenario of online shopping. They do not reflect the user’s
interest and sentiment towards the products and their aspects. Therefore, incorporating aspect-
based sentiment analysis in recommender systems conduces to provide personalized

suggestions to the customer and enhance the overall performance.

On the other hand, the customer opinions in the textual reviews are assets for a business. The

opinions can signify the strengths and weaknesses of each product from the merchants’ point

of view. The aspect-based opinion mining can point out the aspects which have customer’s
4



positive opinions and negative opinions. The positive opinions allow identifying the excellent
products and important aspects. On the other hand, negative opinion helps to determine the
defects in a product and its aspects. ldentifying different customers and their sentiments

towards products promotes personalized market advertising on a targeted group of customers.

Customer reviews have a strong impact on sales profit because they can influence a user’s
buying decision. It has been proved in the previous studies that the customer is willing to pay
20% to 90% more for products with a 5-star rating compared to other products (Pang and Lee,
2008). The retailers can gain advantages from aspect-based opinion mining by having an
intelligent customer insight to support business tasks, develop new products, and perform

quality control.

Another motivation factor for this research work is incorporating Augmented Reality (AR)
technology in the online shopping context. Even though the rate of online cloth sales shows

continual growth, there is a high return rate on online cloth purchases for the past five years.

In the survey carried out by Barclaycard UK?®, it is reported that £7 billion of purchases are
returning by shoppers in the UK. According to the global web index 2019 report, the most

frequently returned product category is Clothing.

The lack of a standardized system in finding the correct size and fit clothes is the major reason
for the returns. Since there is no fixed standard for measurements, the cloth size varies
depending on the brand and country. The demand for this motivates the research work to

adopt Augmented Reality (AR) in the online shopping model to have a virtual dressing room.

The rate of return affects the online retailers also. The Barclaycard survey* also showed that
57% of retailers face a negative impact on their business because of purchase returns and the
cost of returned products causes loss to their profits since they accept free returns most of the

time.

Even though multiple problems need to be addressed, there is a huge demand for online cloth
shopping and retailing. With all the motivation discussed above, the research study
investigates the importance of opinions in online shopping and how personalized suggestions
and intelligent customer insight can help users and merchants improve the effectiveness of
traditional online shopping. In addition, the research focuses on providing an augmented

reality experience to the users while shopping for clothes and accessories online.

5 https://www.barclaycard.co.uk/
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1.4 Statement of the problem

Online fashion retailing is a highly demanded industry in the current world. It helps to
interconnect the global customers and merchants all around the world in a single market.
Since the number of online shoppers is rapidly increasing, the amount of digital information

flowing through is also high.

In modern society, people are always concerned about fashion clothing and styling, increasing
their web usage in searching and buying trending clothes and accessories that match their
personal needs. Even though online shopping makes all the processes easy and faster, making

the correct buying decision is always difficult for customers.

It is challenging to find high-quality products which meet the exact needs in an online
scenario. The customer reviews and ratings play a vital role in helping customers find quality
items that best match the need. With the advancement of social media, opinionated
information, and reviews available on the web are vast. Therefore, it is hard to manually go

through and compare every review, and it is a time and energy-consuming task.

The customer’s reviews are mostly textual, unstructured, and written in the natural language,
for example, in the English language. There are possibilities that these textual reviews may be
unstructured, unclear, and ambiguous opinions expressed by the customers. There is no

guarantee that all the customers would write a genuine opinion in an understandable form.

The rating and reviews alone would not help the customers //reference. The reviews can only
give an idea about the strengths and weaknesses of an item. Even though the user decides to
buy an item, simply querying the search engines or checking the merchant would give a huge
list of available items. It is again a time-consuming task to manually go through the items

listed and check which matches the user preferences.

The lack of personalized suggestions given to the users depending on customer opinions, user
preferences, and their factors makes them difficult to choose from various items. It is difficult
to compare the colour, size, style, price, and so on and choose the desired product. It may

result in making ineffective decisions and buying items that are not suitable and least liked.

Getting to know about own customers and their behaviours is very important for a success of
a business. Only having the customer details and their purchased details would not yield a
clear insight. Even though the feedbacks are collected through surveys, the results are more

general. Manually reading and understanding customer reviews is not practical if there is a
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huge amount of information available. Without knowing the targeted groups of customers and

the product’s strengths and weaknesses, the retailers cannot improve their sales.

There is no option for the users to try on clothes and accessories in online scenarios before
they make the purchase. The customers must take the body measurements manually and
decide on a size that would fit their body. The only way possible is to try on items after they
got delivered to their hands. There is a high possibility that the purchased item may not fit as
expected, especially the cloth items. After making payment and purchasing, it is too late to

change the size, and the exchange process again takes a lot of time and effort.

1.5 Research Aims and Objectives

1.5.1 Aim

The research aims to critically review the current technologies and approaches used in
aspect extraction, opinion extraction and classification, recommendation system,
intelligent customer insight with targeted advertising, and augmented reality. The
objective of the research study is to assist customers and retailers while shopping and
selling online by providing an intelligent system that can analyse customer’s opinions at
an aspect level and provide personalized suggestions, deep customer insight and

targeted groups of customers.

In addition, the proposed study focuses on how to combine augmented reality with a
traditional online shopping context. Thus, a problem definition is given to describe and
compare applicable works in the relevant research areas. The research also aims to

identify which current methodologies are the best and significant for further exploration.

1.5.2 Objectives

The main objectives of the proposed research work are given below.

e To investigate the user opinions about aspects and form aspect-opinion pairs to
improve the shopping experience in buying clothes and accessories.

e To provide personalized suggestions based on aspect-opinions pairs, user
preferences, and personal factors.

e To provide customer insight to merchants by tracking user’s preferences and
interests to increase sales revenue.

e To build an Augmented Reality feature model to allow the user to fit on clothes and

accessories virtually.



1.6 Scope

In the current context of the online fashion retailing industry, finding and buying the desired
item is a challenging task for the customers. Even though the reviews are available to assist
users, the vast number of opinionated information makes it difficult to read and analyze
manually. The lack of personalized suggestions discourages online buyers and result in buying
the least likely items. From in merchant’s point of view, poor customer insight causes

producing least selling items and fewer sales revenue.

The proposed system would address these current problems the customers and retailers facing
in the online fashion retailing industry using Opinion Mining, Aspect-Based Personalized
Suggestions and Augmented reality. The scope of the project is bounded to merchants who
sell fashionable clothes and accessories online. The research area of the proposed study is
Opinion Mining and Personalized Recommendation, which uses Natural Language Processing

(NLP) and content-based filtering and collaborative filtering techniques.

There are four main research components in the proposed work: aspect-opinion extraction,
aspect-based personalized suggestions, intelligent customer insight with targeted advertising,
and augmented reality for virtual dressing. The proposed approach investigates the opinions
related to the aspects of the items to provide suggestions to the customers. To personalize
these suggestions, the user preferences (interest and favourite) and their personal factors like

age, gender, salary, culture, etc., gets combined along with the aspect-opinion pairs.

The results from the first two components are utilized to produce intelligent customer insight.
The products’ opinions towards aspects of the products are used to examine the strengths and
weaknesses of the products, and different clusters of customers based on their personal
factors, preferences, interest and their past opinions resulting from the personalized

suggestion component are used to target users to market personalized advertising.

The proposed system extracts all the aspects in the fashion clothing and accessories domain
and extracts the opinions related to those aspects using investigating the customer reviews and
finding opinion polarities whether the opinion expressed is positive, negative, or neutral. The
results form aspect-opinions pairs that can provide suggestions concerning other parameters

such as the user’s personal factors, preferences, interests, and past opinions.

Opinion mining can be carried out in three levels. (At document level or sentence level or at

aspect level). The proposed system carious out opinion extraction at aspect level, which



extracts an item’s aspects, such as cloth material, fabric or design, price, etc., and finds

customer opinions towards each aspect.

The personalized suggestions are produced using extracted aspect-opinion pairs with content-
based, collaborative filtering and hybrid aspect-based recommendation techniques. Content-
based filtering is used to get the user personal interest and favourites. In contrast,
collaborative filtering is used to get the preferences of like-minded people to predict the items
the user would like. The aspect-based recommendation gives more fine-grained results based
on the user’s opinions on each aspect. The proposed system gives personalized suggestions

depending on opinion, user preferences and personal factors.

The proposed system also utilizes Augmented Reality (AR) technology to enable users to
virtually outfit clothes and accessories. The user can select clothes or accessories they want to
buy and can outfit virtually. The proposed system uses AR technology to model the user and
show 3D outfit over-processed user model in real-time. The user can also try a combination of

clothes and accessories, which enables the user to see the full outlook.

As the proposed framework creates clusters of online users with similar interests and
shopping behaviours and has some personal factors in common, the merchants get a clear
classification of their customers and more detailed customer insight. The merchant can use

this useful information to promote their products and send personalized promotional offers.

As product deliverables, the final implementation of a web application is developed. The
customers can use the web application to search for items, virtually outfit and purchase
online. Online or local clothing retail stores will use the web application to register their store
and upload available products and items which they sell. The web application can be accessed

by using any web browser.

1.7 Contribution

The proposed research contributes to novel techniques to extract aspects and opinions from
customer reviews, classify opinion polarities, and provide personalized suggestions through
aspect-based opinion mining, natural language processing, content-based filtering, and

collaborative filtering techniques.

The research literature review shows the existing approaches on aspect-based mining,

personalized recommendation, and virtual fit using Augmented Reality Techniques. This helps
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to evaluate and combine the existing methods and approaches in implementing an aspect-

based personalized suggestion system.

The research results show that the suggestions in account with the opinionated information,
user preferences and personal factors improve the effectiveness of the overall online shopping
experience. In addition, the proposed framework shows how an augmented reality feature

model can be implemented to fit items virtually.

The research also contributes to extract all the aspects and opinions related and to form
clusters of likely minded people, which give more customer insight to merchants to send

personalized promotions and increase sales revenue.

1.8 Structure of the Thesis

The thesis document consists of five chapters and is structured as follows.

e Chapter 2 presents the previous related works on aspect-based opinion mining,
personalized recommendation system, and virtual fit using Augmented reality, approaches,
and limitations. The chapter also discusses how the previous works related to the proposed
research.

e Chapter 3 outlines the methodology of the proposed research work. The data collection,
pre-processing, design, and methods for opinion mining, aspect-based personalized
suggesting and AR virtual fit have been discussed.

e Chapter 4 analyses the results of the experiments conducted to evaluate the developed
methods and system.

e Chapter 5 concludes the research work and presents some areas which can be further

improved in future.
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CHAPTER 2
LITERATURE REVIEW

2.1 Introduction

In chapter one, an outline of the research problem and an overview of the background is
presented. In this chapter, the foundation on the explored research areas and technologies
identified are given. This research intends to explore and examine the technologies for aspect-
based opinion mining, provide personalized recommendations with sentiment analysis,
provide customer insight to the merchants, targeted advertising and build virtual fit using

augmented reality.

In addition, the chapter presents related definitions and terms, explores various existing
methods and applications identified with aspect-based opinion mining, personalized
recommendation, augmented reality and customer insight generation. Giving an overall
outline on such areas and topics, the chapter aims to permit the reader to acquire a simpler and

better understanding of the research work proposed.

2.2 Background and Context

For example, most current web content, web indexes, question answering frameworks, and
text mining techniques work with numerical data. Online users express their opinions and
feelings on nearly anything at review sites, forums, blogs, articles, etc. This important data is
freely accessible for all Internet users. The pattern those online users browse reviews on
websites prior to buy clothes, accessories, and fashionable items, motivates researchers to
analyse this important web-based information, i.e., reviews. In a common situation, customers

record their own opinions and rate items with numerical scores (Gallagher et al., 2019).

The web contains a large volume of opinionated information. Nevertheless, the large amount
of opinions on the web makes it exceptionally hard to get valuable data easily and quickly
(Nawaz et al., 2020). Manually go through all reviews to make a decision is tedious work. In
addition, understanding potentially different and conflicting opinions written by various

customers may make other customers and merchants more confused.

In spite of the fact that online users can understand how the reviewer feels about a particular
item, however, the general rating score is not just enough. Without fine-grained investigation,
we cannot tell whether the customer expresses different opinions on what aspects because
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everything is added to the overall rating scores (Xue, 2017). Then again, people generally do

not have the tolerance for reading all the reviews.

These requirements have motivated a new research area on mining opinionated information at
the aspect level, which is called Aspect-Based Opinion Mining (ABOM). Sentiment Analysis
or Opinion Mining is the field of study that process and examines the opinions, sentiment or
feelings of the customers using written texts (Liu, 2012). The aspect-based sentiment analysis
provides a good solution to analyse these at a fine-grained level.

Recognizing the entity aspects and learning more useful opinions of each aspect is an
attractive topic in opinion mining. It assists online buyers with informative facts about each
aspect of an item. Recommendation systems can use this knowledge to provide personalized
suggestions to online buyers.

Opinion mining is exceptionally valuable for customers to understand the different customer’s
opinions before they purchase an item (Abbasi Moghaddam, 2013), yet additionally

significant for merchants to understand their own items, services and customers (Liu, 2007).

While item particulars are clearly significant, tracking down the reasons for low profit
requires analysing their customer’s own perspectives on such aspects (Pang and Lee, 2008).
AOBM is an excellent way for carrying out numerous business tasks and sales management,
marketing and advertising. In addition, organizations can perform forecasting to predict
patterns in sales by analysing opinions.

In addition, the businesses aim to increase sales by providing their customers with
personalized suggestions. The opinions, preferences, interests, and personal factors such as
age, gender, culture, educational background and etc., differs from person to person. This
difference in society causes a need for an intelligent system to filter the items and display the

results in a more personalized manner (Goker and Thompson, 2000).

Thus, merchants can use machine learning algorithms to predict the customer shopping
behaviour and make recommendations with more personalized items based on their
preferences, personal factors, interests and past shopping history (Al-Safadi, 2010). This way
of marketing helps users to easily find and purchase items, as well as merchants to understand

their own customers.

Online advertisements are an excellent way to attract customers and earn more profit in a

web-based business (Proios et al., 2015). The clusters of customers resulted from aspect-based
12



opinion mining and recommendation tasks can be used to target personalized advertising and
promotional offers. This benefits customers to receive promotions that are relevant and best
match their needs or criteria.

In the cloth retailing industry, the amount of returns that occur annually is approximately $62
million, and above 70% of that causes because incorrect size and fitting issues (Lee and Xu,
2020). There are many researchers carried out studies over the past years on providing a
system to correctly measure body size online and virtually outfit. With the development of
technology, there are mechanisms to have a virtual fitting room. Using augmented reality, a
customer can virtually try clothes on themselves and check fit without visiting a physical
outlet (Erra et al., 2018).

The related works on each interesting research area of this study are discussed below sections

in more detail.

2.3 Sentiment Analysis and Opinion Mining

The interest in sentiment analysis has increased drastically with the development of web-
based services like review websites, blogs, articles, social media networks, and forums
(Kumar et al., 2020). In the current business context, online reviews are a great value for
organizations to advertise items, find market opportunities and enhance reputations (Gallagher
et al., 2019). Numerous organizations are presently utilizing opinion mining techniques to

analyze their customer feedbacks and respond appropriately.

Recently one of the articles posted on the search engine journal® website published some

statistics on online reviews as follows.

e According to a report by PowerReviews in 2016, 82% of customers explicitly search out
negative reviews.

e BrightLocal’s neighbourhood customer study shows that among 18 to 34 aged buyers,
91% of people believe in online reviews.

e On whole, people accept a product’s rating only after it has at least 40 reviews.

e A study on Harvard Business Review showed that a business increases its income by 5-
9% for each increment in star rating.

e Research by the Spiegel Research Centre uncovers that the probability of an item getting

bought increments by 270% when it gets five reviews.

6 https://www.searchenginejournal.com
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(Pang and Lee, 2008) additionally, report the results of two surveys on American grown-ups,

which show solid demand for opinions. The overview of the discoveries is listed below.

e Among the online shoppers, 81% of people have done product research at least once.
e 20% of people perform consistent product research online.

e The number of buyers who get impacted by reviews is between 73% to 87%.

e People are willing to pay more for a 5-star rated item than lower-rated items.

e 30% of the respondents have written an online review on an item or service.
(Dave et al., 2003) has introduced the term “opinion mining” for the very first time.

The term “opinion mining” was firstly introduced by (Dave et al., 2003). Dave proposed some
approaches and classified opinions as positive or negative. An opinion is a person’s personal

appraisals, decisions and thoughts with respect to a specific product/subject/topic.

‘ Neutral

Negative
— 3 Sé
Positive

Figure 2: Normal Distribution of Opinions on a Scale from 1-5

Figure 2 (Al-Matarneh, 2018) shows the distribution of opinions on a scale from 1 to 5.
Green, blue and red represents positive, negative, and neutral opinions, respectively. The
ratings 2 and 4 are considered neutral, even though they fall on the red and green regions

where only 1 and 5 are considered purely negative and positive.

Opinion mining is an active research area that automatically extracts and classify opinions
from texts about the entities such as individuals, events, topics, products, or organization and
their aspects. An opinion is usually represented as combining four factors: entity, holder,

claim, and sentiment.

The opinions of others can affect and offer direction for governments, social networks, people

and associations during the decision-making process (Tuzhilin, 2012). While thinking about
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others’ opinions, individuals need brief, precise and timely data so they may make the right
and fast choices. Opinions make individuals integrate various experiences, approaches,
information and intelligence of several groups of people when deciding. It is general that
people express their perspectives and opinions when participating in conversations (Abbasi
Moghaddam, 2013).

2.3.1 Definitions and Terminology

In this part, the essential wordings and terms currently utilized in the opinion mining research

area are characterized.

Opinion phrase: An opinion phrase is consists of two terms (head h and modifier m) (Lu et
al., 2009). The head term is the aspect and modifiers holds the sentiment towards the aspect,

e.g., <price, expensive>, <material, too silky>, etc.

Sentiment: a semantic word that refers to an idea or opinion that is interpreted (Liu, 2007).
Sentiments might be expressed as opinions, thoughts or as feelings (Boiy et al., 2007). Lu

says opinions are emotional indications that show individuals’ sentiments, ideas, or feelings
(Lu, 2010).

Opinion: An opinion is a conviction about things normally viewed as subjective and is the
result of feeling or understanding of realities.

Opinion Orientation: An opinion can be grouped on a scale of n-level. Opinion orientation is

a representation of user opinion as a mathematical value.
Polarity: Polarity is a directed scale of two values; positive or negative.

Rating: Rating is a number from 1 to 5 scale that represents an evaluation on a particular

aspect.
Overall Rating: Overall assessment of the quality of the particular item given by users.

Review: A written text that contains opinion bearing words regard to a particular item. This

text may be complete sentences or with only short remarks.

Aspect: Item characteristic or feature that gets remarked by the users. If an aspect is

expressed directly in a review, it is known as an explicit aspect else implicit aspect. Most of
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the research works focus on extracting explicit aspects while some strategies are proposed to

recognize implicit aspects (Liu, 2007).

Explicit Aspects: Aspects that are directly referenced as nouns or noun phrases in a sentence,
e.g., In the sentence here “The design quality of this saree is great, the explicit aspect is design

quality.

Implicit Aspects: Aspects that are not directly referenced in a sentence, e.g., price in the

sentence “The red frock is very costly” is an implicit aspect.

2.3.2 Opinion Mining Tasks and Sentiment Calculation

In this section, the existing related works carried out on opinion mining tasks and sentiment

calculation proposed in early and recent days are critically discussed.

Comprehensively, sentiment analysis can automatically identify an individual’s opinions and
towards an entity and classify them (Liu, 2012). An entity can be an item, an individual, an

occasion or an organization.

Sentiment analysis is performed directly on written texts and verbal speech. However, it can
also be used in different structures, for example, facial emotion recognition. Consequently,
sentiment analysis may include the utilization of natural language processing (NLP)

techniques, text analysis, computational linguistics, and biometrics methods.

Sentiment analysis is also known as opinion mining where sentiment analysis refers to the
inside feeling an individual has towards an item or entity. However, opinion mining separates
the individual’s opinion on an entity. The two ideas are utilized in most of the related words,

yet it must be noticed that an individual may or may not have expressed an opinion fully.

Pang and Lee classify the stages of opinion mining into three classes: sentiment polarity
identification, subjectivity identification, and topic-sentiment analysis (Pang and Lee, 2008).
Liu likewise characterizes three mining tasks in his book (Liu, 2007). He further broadens this
as classification of sentiment and subjectivity, aspect-level opinion mining, analysis of
sentiments in comparative sentences, search and retrieval of opinions, and spam detection.
Finally, in his latest book (Liu, 2012), opinion mining is characterized at three levels:

document-level, sentence-level, and phrase-level.
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2.3.3 Opinion Definition

An opinion bearing phrases or sentences consists of 5-tuple (Liu, 2012),
(e,a,s h,t)

where each symbol denotes entity, aspect, sentiment on the aspect, opinion holder, and

posting time respectively.

A review of The Lawnmower Man from (Wang et al., 2012) is shown in Figure 3. In the
review given, the entity is The Lawnmower Man, and the review is posted on August 12",
2007. The review talks about four aspects whose sentiments are mostly positive apart from the

last one.

2 out of 2 people found the following review useful
Can't Get More Enjoyable!, 12 August 2007
The Lawnmower Man has an interesting concept and
some good visual effects, but left me feeling empty.
Brett Leonard does a good job directing, but the film is

weak in the screenplay department..

Figure 3: A review on The Lawnmower Man (Wan et al., 2012)

2.3.4 Opinion Tuples Extraction
In the opinion mining task, the first phase is to extract the five opinion tuples from written
reviews. There may be situations where all the tuple components may not be expressed fully,

or the opinions are expressed towards implicit aspects.

As examined in (Liu, 2012), there can be found different types of opinions which are not
following the given five-tuple structure. For example, when classifying opinions in

comparative sentences, the user contrasts a common aspect between two entities.

In addition, the given definition for opinion tuples assumes that the text communicates
opinion about a single entity. A general opinion can be further divided into two types; direct
and indirect opinions. In direct opinions, the objective of the sentence is the main entity where

the objective is another entity in indirect opinions.
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2.3.5 Opinion Extraction and Sentiment Classification

As of now referenced, sentiment analysis intends to separate and break down the five
components of the opinion tuple. Generally, information like entity, opinion holder, and
posting time is simple to get since they are expressed explicitly in the metadata. Therefore, it

IS necessary to focus on extracting the opinions and their sentiment polarities.

Classifying sentiments and opinion mining on texts is a tedious task (Pang et al., 2002;
Turney, 2002), and it can be carried out in three levels: document level, sentence level, and
aspect level (Pang and Lee, 2008). In the early days, researchers focused mainly on mining at

document and sentence levels.

Document Level

I really like my overall experience

with my Samsung S6, but it runs out

of battery power in no time. positive review
The design and the quality of the

display are amazing, though.

Sentence Level

I really like my overall experience
with my Samsung S6, but it runs out neutral sentence
of battery power in no time.

The design and the quality of the

display are amazing, though. posttive:sanlence

Aspect Level

I really like my overall experience

with my Samsung S6, but it runs out positive aspect
of battéry power in no time. negative aspect
The design and the quality of the positive aspect
display are amazing, though. positive aspect

Figure 4: Granularity Levels in Opinion Mining

e Document-level
At the document level, the classification is carried out considering the opinion (positive,
negative, or neutral) conveyed in the whole document. It is assumed that the entire document

contains an overall opinion about an individual entity.

e Sentence level
Each sentence in the text is classified independently based on the sentiment orientation. Only

the subjective sentences are selected for examination.
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e Aspectlevel
Each aspect of an entity in the text is considered and classified depending on their opinion
polarities. Aspect based opinion mining extracts various aspects and derives conclusions

which aspects make the customers favour an item.

Figure 4 (Arboleda et al., 2017) shows a customer review where opinion mining at three
levels is clearly shown. Mining reviews as a whole at document or sentence level and
classifying as positive and negative opinions would not give deep insight about how customer
prefer each aspect of the products.

2.3.6 Opinion Polarity Classification

In ABOM, the very much considered task is polarity classification. Generally, this is viewed
as binary classification where it considered two classes: positive and negative. The objective
here is to decide the overall tone of a given text is whether positive, negative or neutral.

Clearly, a critical point is a manner by which to characterize the two poles of sentiment.

Early commitments by (Turney, 2002) and (Pang et al., 2002), examined various
methodologies for recognizing the polarity of item and film reviews separately. On account of
film/item reviews, rating systems with stars or expressions are utilized frequently as in
(Turney, 2002) and (Pang et al., 2002).

A document’s polarity can also be examined on different scales, which was tried by (Pang and
Lee, 2005) and (Snyder and Barzilay, 2007), among others. In these early developments, Pang
and Lee expanded the methodology of classifying as positive and negative to consider the star

ratings also while Snyder analysed reviews by predicting rating for different aspects.

Practically speaking, a neutral opinion is not considered as an opinion (Liu, 2010). In most
statistical and computational methods, the neutral class is overlooked. Different specialists
have recommended that three classifications should be associated with each polarity problem.
Likewise, it is shown that particular classifiers like the Max Entropy and Support Vector
Machines (SVMs) can be enhanced by the taking neutral class into consideration and improve

the overall performance rate (Schler, 2005).

Several examinations (Hu and Liu, 2004; Qiu et al., 2011) have experimented and showed
that opinion is mainly communicated using adjectives words along with other verbs and
compound expressions. This is the main perception where sentiments are developed

dependent on the adjective words found in the textual reviews.
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As portrayed by (Khan et al., 2014), lexicons play a significant role in sentiment evaluation.
Opinion words are keys to opinion mining. These opinion lexicons include two types of
opinion words: positive polar words that confer positive meanings and negative polar words

that give unfortunate negative meanings.

The presence of the adjective words was viewed as a solid sign of the opinion orientation. In
any case, considering just adjective words is not sufficient and has a low precision while

analysing opinion polarities in text-based information.

2.3.7 Emotion classification

The sentiment polarity classification can be further refined by doing emotion classification on
texts. The objective here is to arrange a text according to the predefined set of emotions.
Sentiment polarity generally classifies positive versus negative while emotion classification

attempts to recognize more fine-grained information.

The early work on emotion classification (Ekman et al., 1987) outlines six fundamental
emotions. Those six emotions are anger, disgust, fear, happiness, sadness, and surprise. These
are used labels to denote different classes. Other than getting a categorization of emotions,

class labels may likewise be specially used in applications.

2.3.8 Source detection

The source detection intends to recognize the individual, organization, or entity that is the
source of emotional data. The sentiment source can also be called an “opinion holder” or
“opinion source” in the literature. In numerous application situations (e.g., review mining),
the opinion holder is just the content creator. However, the issue might be more complex,

including more than one opinion holder (Wiebe et al., 2005).

Rather than the previous referenced classification issues, deciding opinion sources is viewed
as a data extraction task. It includes sub-tasks like recognizing named entities and extracting

relationships.

The methodology proposed by (Lu, 2010) created a bigger number of results than those
referenced in (Seki et al., 2008) with the same information. This research work showed that it
is feasible to recognize opinion holders by verbs and targets by opinion bearing words with a
dependency parser for Chinese news.
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2.3.9 Aspect-Based Opinion Mining

The document level or sentence-level opinion mining is helpful much of the time. In any case,
these levels are not adequate for decision making. In many situations, document-level mining
is excessively coarse-grained and does not give the ideal data. This just assists with data about
the number of customers who are fulfilled or unsatisfied. In view of these numbers where the
patterns in the customers’ impression of an item can be found, however, the specific

explanations behind cannot be realized.

To acquire such data, we need to go to a better degree of granularity. Aspect level opinion
mining performs a better-grained investigation and straightforwardly takes a look at the
opinion (Liu, 2012). As referenced previously, aspect-based sentiment analysis aims to find

all the aspects expressed in reviews and categorize them according to the user’s opinion.

Aspect-based opinion mining examines the customer’s sentiments with respect to each item
aspect. This includes the joined investigation of two measurements: find all important item
aspects and the connected sentiment. As opposed to reviewing classification, aspect-level
opinion mining is better in changing the unstructured data of a review text into an organized

summary.

In the previous decade, countless techniques have been proposed for aspect-level opinion
mining. The works showed various strategies to extract aspects and analyse its opinions from
reviews. Some of these works utilized full content documents, while others took benefits of
organized short comments. Different algorithms and frameworks have additionally been
introduced for distinguishing the rating of aspects. Aspect based opinion mining data gives
more points by detailed information to buyers to take decisions and merchants to understand

their customers.

2.3.10Aspect Extraction Techniques

The sentiment analysis involves two major stages: aspect extraction, aspect sentiment
classification. Accordingly, there is a need to use techniques that consequently removes the
most applicable set of item aspects. Ways to deal with aspect extraction can be partitioned
into four fundamental classes: frequency-based, relation-based, supervised learning and

unsupervised learning (topic modelling).
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Figure 5 shows how the aspect extraction techniques can be based on the algorithm and the

data usage.
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Figure 5: Aspect Extraction Techniques

¢ Frequency-based Approach

Most of the early works are based on frequency-based methodologies. This is the first
methodology proposed to identify item aspects by counting the frequencies of words in a
certain area (Scaffidi et al., 2007). The candidates to be aspects are selected based on the
nouns and noun phrases with high proportions of existence. A strategy dependent on
frequencies has been utilized by considering the appearance of the words in the text
distribution (Caputo et al., 2017).

In reviews, individuals are bound to discuss relevant aspects, which recommends that aspects
ought to be frequent nouns. These techniques are simple, and they are very powerful. Many
organizations are utilizing these strategies for investigating their customer feedback. These
techniques will, in general, deliver an excessive number of aspects that are not actually
aspects and miss actual aspects with low frequency. Moreover, the frequency based approach

expects to tune the parameters manually that makes portability difficult.
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e Relation-based techniques

While frequency-based techniques are very powerful, they miss aspects with less frequency
distribution. To beat this shortcoming, relation-based methods are proposed. These NLP
methods discover connections among aspects and related sentiments. Even though the
shortcoming of the frequency-based techniques can be defeated, the relation-based approach

produces nUMerous non-aspects.

e Hybrid Approach

At last, researchers adopted the benefits of the two strategies and proposed a hybrid solution
that does filtering of the words with high frequency using NLP. The exactness of hybrid
method techniques is more accurate enough than the past strategies. Nonetheless, like the past
approaches, hybrid methods need manual settings of parameters which causes portability

issues.

In the hybrid-based method, the number of non-aspects is more restricted compared to
frequency- and relation-based approaches since they apply frequency threshold and relation
pattern. However, the hybrid solution also fails to overcome the missingness of love

frequency words.

e Supervised Learning

To overcome the issue of manual tuning of parameters, supervised learning methods are
investigated to make the model learn the parameters automatically. The past research works
have shown that supervised learning can be applied to aspect-based opinion mining to identify

aspects and their opinions in text reviews.

In the past, numerous algorithms are proposed based on supervised learning to extract data.
Some of the renowned techniques proposed are sequential learning strategies like Hidden
Markov Models (HMM) proposed in (Rabiner, 1989) and Conditional Random Fields (CRF)
(Lafferty et al., 2001).

These methods do word labelling depending on the hidden state sequence. In the task of
extracting aspects, the words or the expressions in the review are considered as tokens
whereas the hidden states are the phrases containing the opinions. During training, the target
token and opinion pairs are generated that enable the aspect-sentiment classification. The

limitation with these techniques is manually labelled data is needed for training.
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e Unsupervised Learning (Topic modelling)

While supervised learning overcomes the shortcomings of the past methods, it needs a dataset
that is manually labelled for training purposes. The researchers have examined an
unsupervised learning technique particularly topic modelling to overcome this problem.

The topic modelling gets a document and recognizes all the topics in the documents. These
topics are typically a group of words, and the distribution of the topics along the document
gives an idea about the proportion of that particular topic. In the context of aspect extraction,
the documents are the reviews, and the aspects are treated as the topics.

Most of the topic modelling approaches are depend on Latent Dirichlet Allocation (LDA) that
is proposed in (Blei et al., 2003) and Probabilistic Latent Semantic Indexing (PLSI) proposed
by (Hofmann et al., 2001), which identifies the word occurrences inside documents and word
dispersion to induce topic clusters.

In a specific domain, the reviews about items may contain sentiments towards a defined set of
aspects, and in this manner, their topic distributions might be basically the same.
Consequently, topic models also help to identify global topic models and discover more

appropriate aspects.

Both the aspects and sentiments need to be extracted separately in aspect-based opinion

mining. This can be accomplished by using the LDA and PLSI topic models (Liu, 2012).

In unsupervised learning, there is no requirement for labelling data manually. In addition,
these techniques can perform both aspect extraction and topic clustering at the same time.
However, topic modelling typically requires an enormous number of unlabelled data for

training purposes.

2.3.11 Aspect sentiment classification Techniques

Aspect extraction alone would not make any sense in applications, yet additionally, the
sentiments/opinions communicated about such aspects also need to be addressed. We can
recognize two principal approaches for sentiment classification: lexicon-based sentiment

classification approaches and machine learning for sentiment classification.

Figure 6 shows the two major techniques used in sentiment analysis and their different

approaches.
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e Lexicon-based Approach

In this approach, the sentiment lexicons are used to find the orientation for a given statement.
This methodology is capable of solving the limitations shown by supervised learning. Since
these techniques are mostly followed an unsupervised approach, there is no requirement for
labelled data for training. Therefore, it is proved that lexicon-based approaches perform well

in several domains (Liu, 2012).

It is possible to perform a lexicon-based approach in two different ways. In the first place, the
large corpora are used to find the co-events of a list of small seed words to identify different
words with different opinions as in (Hatzivassiloglou and McKeown, 1997) and (Turney,
2002). The second strategy utilizes sentiment dictionaries, like WordNet or General Inquirer,

to gather the word sentiment polarity.

A famous research trend (Miller, 1995) incorporated the use of a lexical database called
‘WordNet’. It groups the words based on the synonyms called ‘Synsets’ and semantic
connections. Research work on measuring the semantic orientation of adjectives (Kamps et
al., 2004) utilized WordNet to check the number of synonyms from the investigated adjective

to the seed words.
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(Sebastiani et al., 2006) extended the methodology by adopting a manually constructed words
set utilizing the WordNet synonym and antonym connections of adjectives. This early work
prompted the development of SentiWordNet where the positive, negative and target scores
can be found. One of the downsides of this lexicon is the certain words could take various

Scores.

Along these lines, an intensive POS examination is expected to precisely use these lexical
databases. A few investigations have prompted the development of universally useful
lexicons. For example, Sentiment Lexicon (Hu and Liu, 2004) and SentiWordNet (Sebastiani

et al., 2006) are openly accessible,

The lexicon-based methodology additionally has its own deficiencies: it is difficult to use to
discover sentiments dependent on the domain or context. As such, the sentiment orientation of

the words is identified regardless of the domain of the context (Liu, 2012).

e Machine learning for sentiment classification

In terms of supervised learning techniques, the methods used to classify sentiment at the
sentence level can be used to classify at the aspect level. The primary shortcoming here is for
every domain requires labelled training data and the model built will purely rely on the data

given for training.

Therefore, the built model for the particular domain is ineffective to use in another domain.
Though, as the investigation has begun on this method, this innovation is still a long way from
development (Liu, 2012). In addition, this method requires a great deal of data for training to
build a very accurate model.

2.3.12 Challenges in Opinion Mining
The are many challenges while attempting to find opinion phrases in texts written in natural
language and to decide the sentiment polarity. Especially, the following difficulties need to be

addressed when separating aspects from the text reviews of the customers.

e Implicit sentiment
A serious issue in extracting aspects is the presence of implicit expressions. For example,
“expected to stand by two hours to check-in”, the negative opinion of the check-in process is

not expressed directly.
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e Contextual Polarity

An expression can convey different sentiments depending on the context.

The sentiment polarity of an expression might be dependent on the context. Sentiment or
valence shifters are the words or phrases that influence the slant sentiment polarity. (Wilson,

2008) directed a point-by-point investigation of context-oriented polarity.

e Target-Specific Polarity
Sometimes, the polarity of words or expressions may depend on the altered target. In most of

the lexical databases, this is not get considered.

e Relations Among Aspects

The aspects of the items are regularly related to each other. Depending upon the application,
these various levelled relations should have been made explicit, another relationship that can
be seen is similarity. The comparable aspects can be grouped together and can recognize
synonyms. In ontology learning (Maedche, 2002), grouping aspects automatically and
deciding the relations between them is an issue.

e Comparative Reviews
Up to this point, the assumption will be that a review always refers to an individual item. It is
not valid in every case. A user may assess an item by contrasting it with other similar items. If

so, the diverse item entities referenced in the content should have been resolved.
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2.3.13 Summary of Recent Literature on Sentiment Analysis and Opinion Mining

Table 1: Summary Review Table of Recent Literature on Sentiment Analysis

(LSTM).

Year Research Domain/ Dataset Technique Results/ Limitation Best Accuracy
2021 | Adversarial ~ Training  for | Laptop and | Bidirectional Encoder | Showed that the performance of | Laptop —
Aspect-Based Sentiment | Restaurant Dataset Representations from | BERT can be enhanced by | 79.4%
Analysis with BERT (Karimi Transformers (BERT) utilizing adversarial training. Restaurant —

etal., 2021) 86%

2020 | Enhanced Twitter Sentiment | SemEval-2013 SentiWordNet (SWN) | Proved that a hybrid approach of | Precision for
Analysis  Using  Hybrid | dataset feature vector with | combining lexicon and machine | positive -
Approach and by Accounting Support Vector Machine | learning gives better results. 84%

Local Contextual Semantic (SVM) Negative  —
(Gupta and Joshi, 2020) 55%

2020 | Big data and Sentiment | BigData/ Ecommerce | Machine learning (ML) | A combination  of ML | Accuracy is
Analysis considering reviews | reviews from Amazon | algorithms compared with | techniques offers the best | compared
from e-commerce platforms | and other platforms Convolutional Neural | results. among
to predict consumer Network (CNN) or Long techniques.
behaviour Short Term  Memory

Table 1. continued
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2020 | Weakly Supervised | Coursera Student | TF-IDF to extract aspects. | Adopted  weak  supervision | Aspect
Framework for Aspect-Based | Reviews CNN and FastText strategy to  improve the | Extraction F1
Sentiment  Analysis  on effectiveness of ABOM. score is 86%
Students’ Reviews of MOOC and 82% for
(Kastrati et al., 2020) sentiment

classification

2020 | Aspect Based Sentimental | SemEval-2016 public | N-gram with TF-IDF with | Feature engineering techniques | SVM with
Analysis of Hotel Reviews: A | dataset supervised learning | are compared with machine | Word2Vec -
Comparative Study (Abro et algorithms learning algorithms and showed | 71%
al., 2020) word2vec with SVM gives

better results.

2019 | The Application of Sentiment | Mobile phone reviews | TextBlob with | The results show that sentiment | Accuracy of
Analysis and Text Analytics | from Amazon Multinomial Naive Bayes | analysis can help businesses to | 74%
to  Customer Experience understand their customers.

Reviews to Understand What
Customers Are Really Saying
(Gallagher et al., 2019)

2019 | Predictive aspect-based | Tourist reviews from | Semantic Relation Based | Aimed at  explicit and | Naive Bayes —
sentiment classification of | TripAdvisor and | with Supervised Learning | coreferential aspects. Domain- | 89.34%
online tourist reviews (Afzaal | OpenTable algorithms. Specific.

etal., 2019)

Table 1. continued
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2018 | Analysis on Opinion Mining | Movie Review | Adverb + Adjective and | The adoption of the AAAVC | Multinomial
Using Combining Lexicon- | Dataset Ad ~**/erb (AAAVC) | algorithm increased the accuracy | Naive Bayes —
Based Method and alguniunn  with  Lexicon | of supervised learning and the | 62%
Multinomial Naive Bayes Based Approach lexicon method. Lexicon based
(Isabelle et al., 2018) —70%

2017 | A Hybrid Approach for | Reviews of the papers | Naive Bayes (NB) and Increased the performance by | NB — 68%
Sentiment Analysis Applied | were sent to an | Support Vector Machine combing the scoring algorithm | SVM — 70%
to Paper Reviews (Keith et | international Spanish | (SVM) with POS tagging | with supervised learning. With scoring
al., 2017) Conference. and scoring algorithm Not tested for deep learning | —81%

methods because of the smaller

dataset.
2017 | Lexicon-enhanced sentiment | Drug review dataset | Rule-based classification | Sentiment  classification  is | Accuracy of
analysis  framework using | (public dataset) performed using a rules-based | 74%
rule-based classification framework. The results showed

scheme (Asghar et al., 2017)

the proposed model is applicable

to cross domains.

2017

Brand
Opinion
(Arboleda et

A Proposal for

Analysis  with
Mining al.,

2017)

Product reviews from

different brands.

Logistic Regression and

SVM supervised learning.

The

mining in the brand analysis is

importance of opinion

evaluated. Proposed a model as

a visual representation.

2N
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2.4 Recommendation System

Recommendation systems can be considered as data filtering frameworks that consider user
preferences such as their need, tastes, interests and personal factors to choose the most
relevant and appropriate items for the user. The recommendation systems are useful when
there are enormous accessible items to such an extent that they confuse the user to make a

decision.

While a user searches for a specific item, either by categorical filtering or by typing keyword
queries, the user will be given an outcome list that may contain even many things. At that
point, the user needs to investigate the whole results and select the most preferable item. This
leads to waste an excessive amount of energy and time to find appropriate items relevant to

the need.

Recommender systems help to overcome such situations by having the most likely to be
preferred items at the start of the results list. The important step here is to filter and sort the
items list frequently based on the user’s preference. The business domain of E-commerce has
improved the sales and revenue income by having recommender systems, submitting

customized and personalized suggestions.

The main challenge in the recommender system is to provide suggestions that are more
personalized to each customer. In the age of Web 2.0, people are not expecting items in
common, repeating the same number of items in the list. This forces the recommender

systems to have more user-based information, their personal preferences and interests.

2.4.1 Personalized Recommendation Systems

The necessities of a personalized recommendation system raise different difficulties, as
precisely finding the customer behaviour patterns in online shopping and suggesting products
and services by considering user preferences. In suggestion/recommendation systems, the
personalized suggestion results can be improved by considering sentiment polarities of

reviews at a fine-grained level (Pang and Lee, 2008).

The results from sentiment analysis and opinion mining can be utilized in other systems, like
recommendation system (to give clarifications to suggestions), advertising and marketing
framework (to put the promotion of an item with similar comparative aspects), and numerous
business tasks with involves the customer relation, sales management and marketing.
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2.4.2 Types of Recommendation Systems

Depending on the algorithms and the data used to build and filter the items for suggestions,
there are different kinds of recommendation systems. There are three main models and an
additional hybrid approach of recommending items. All four types of recommendation

systems are discussed below.

e Content-based Recommendation System (CB)
The users and items are addressed through content features in Content-Based (CB)
recommender systems. The assumption here is, a user will tend to give a rating higher for the

items that are similar to the items that are like by the user in the past.

The content features of an item are normally addressed as vectors that have related weights.
Among the strategies to process such weights, TF-IDF (Term Frequency-Inverse Document
Frequency) is the most famous one. The weights of the items liked by the user previously are
get summed up to find weight. A user profile is get generated by combining the items profiles

that were evaluated previously.

e Collaborative filtering (CF)

Unlike CB systems, the preferences of like-minded individuals are considered in the
collaborative filtering systems to estimate the ratings collaboratively. This strategy uses
accessible data about other user’s ratings collaboratively rather than just utilizing the

particular user’s ratings.

In CF, it is assumed that if there are two users with similar preferences on specific items, there
is a higher probability that they will have a similar preference on different items. CF systems
only require information about the user, items and ratings since they do not consider any

content features. This permits to use of this technique in different domains and contexts.

CF strategies can be additionally separated into two more categories: memory-based and

model-based techniques.

o Memory-based collaborative filtering

Memory-based filtering is also known as k nearest neighbours (kNN) or heuristic technique.
In this approach a specific number of neighbours who are similar is get focused and based on
their ratings the suggestions are given. This is known as user-based collaborative filtering
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(Shardanand and Maes, 1995). Item-based collaborative filtering also can be performed by

comparing predetermined items similarly rated.

User-based collaborative filtering suggests items that are highly rated by similar-minded
people where as item-based collaborative filtering suggests items that are very much similar

to the highly-rated items.

o Model-based collaborative filtering

The KNN method is based on heuristic equations where the parameters need to be set
manually, for example, the number of neighbours. Model-based CF limits estimation errors
since it makes rating prediction models where the parameters for it is giving during the
training stage. In recent times, Matrix Factorization is considered as the best and generally
utilized model-based method. This accepts that the preferences of the users are based on

various unseen factors.

Collaborative filtering also has specific advantages and disadvantages. CF can give variety on
the item suggestion lists. However, for situations with new users and items, CF experiences a
cold start problem. If any user has not rated a particular item, then it is never going to be
suggested in CF. Another significant weakness of CF is the items with the most popular will

get suggested more.

e Hybrid recommender systems
As discussed previously, CB and CF approaches have their own advantages and
disadvantages. Therefore, a hybrid solution by joining CB and CF techniques is introduced to

have the benefits of both methods.

There are different ways to build hybrid recommendation systems; some of them are:

- Joining the results through a weighted normal from CB and CF after running them
independently.
- Select content data as CF latent vector features.

- Incorporate CB with collaborative rating-based features.

Hybrid recommendation systems demonstrated a high performance than the other two
approaches. Many real-time applications such as Netflix, YouTube and etc., use the hybrid

technique for suggestions (Gomez-Uribe and Hunt, 2016).
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e Aspect-Based Recommendation Systems

The greater part of the techniques that have been discussed above considers the general item's
rating only, disregarding the user opinions towards various aspects. Aspect-Based
Recommendation Systems (ABRS) takes various opinions into consideration to improve

suggestions. The overall ratings can be predicted by using aspect opinions in various ways.

In any case, those sentiments from reviewers that disagree at the aspect level (since they
esteem various features) should not be considered as neighbourhoods in any event. ABRS
might be seen as an advancement of the Multi-Criteria Recommendation System (MCRS). In
here, the users expressly imposed a few limitations about attributes of the items, similar to
filtering systems. However, in ABSR, the past sentiment on aspects are considered to

understand the fine-grained data and improve suggestions without setting any filtering.

ABRS shares numerous components with Context-Aware Recommendation System (CARS)
since they consider additional data that can influence the suggestions along with ratings. The
information regarding the contexts like time of day, weather, season and etc. are get
incorporated in CARS. This is because depending on the various contexts user ratings might

change.

The significant difference in ABRS is that the context is shared across items though the
aspects are domain-specific. This makes the systems to be very different, and ABRS and

CARS procedures are not built or utilized together.
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2.4.3 Summary of Recent Literature on Recommendations with Sentiment Analysis

Table 2: Review Table of Recent Literature on Recommendations with Sentiment Analysis

Year Research Domain/ Dataset Technique Results/ Limitation Accuracy/
Precision

2020 | Movie Recommendation | Two datasets have been | Valence-aware Used weighted score to enhance the | Precision
System  Using  Sentiment | used: user-rated movie | dictionary and | recommendations  with  sentiment | is 4.97
Analysis From Microblogging | database  and  user | sentiment reasoner | analysis.

Data (Kumar et al., 2020) tweets from Twitter (VADER)

2020 | A Recommendation | Reviews from blogs Topic Modeling Using | Incorporated cross-mapping matrices | Accuracy
Mechanism for Under- Latent Dirichlet | along with LDA. of 94%
Emphasized Tourist Spots Allocation (LDA)

Using Topic Modeling and
Sentiment Analysis (Shafgat
and Byun, 2020)

2020 | Product’s behaviour | Car and Hotel Reviews | Distance-based The proposed method showed higher | Car —
recommendations using free | from TripAdvisor approach with | performance than the relational | 72.65%
text: an aspect-based Visuword for aspect | classifier. Non-supportive for real- | Hotel —
sentiment analysis approach reduction. time scenarios. 80.5%
(Nawaz et al., 2020)

Table 2. concluded




9¢

2019 | A comparative analysis of | Yelp and  Amazon | Vocabulary Based | Showed that the aspects extracted | Yelp  —
recommender systems based | Datasets Method with Double | using LDA are more appropriate and | 90%
on item aspect opinions Propagation effective.  Also discussed deep | but
extracted from user reviews learning methods can enhance aspect- | showed
(Hernandez-Rubio et al., based recommendations. 50% for
2019) Amazon.

2017 | Aspect Based | Restaurant, Hotel and | Sentiment Utility Recommends items along with the | Restaurant
Recommendations: Beauty & Spa reviews | Logistic Model positive aspects of that and extracts | - 65.1%
Recommending Items with | from Yelp the most important aspects for the | Hotel —
the Most Valuable Aspects future. 58%
Based on User Reviews Beauty &
(Bauman et al., 2017) Spa -

71.2%

2017 | Integrating Collaborative | IMDb Movie Collaborative Filtering | Collaborative filtering with rating | -

Filtering and  Sentiment | Reviews with Rating inference prediction to enable sentiment

Analysis: A Rating Inference
Approach (Leung et al., 2017)

analysis.
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2.5 Virtual Dressing Room

In a clothing department, the queue for the dressing room is longer than the billing queue.
Usually, people want to make sure the clothes are fit well their body and look good on them.
However, waiting in a queue for a long time would make the user lose interest in buying. In

the context of online purchases, users do not have a fit-on option at all.

The statistics reported by Narvar Consumer Study’ showed that the main reason for the online
orders is because the size, form or colour is incorrect. Figure 7 shows the percentage of
returns to Amazon and non-Amazon retailer stores. In both cases, the reason behind the

returns is the size and fit problem.

The size, fit or color was wrong
46%

. L 21%
The item was damaged, broken or no

longer functional

The product wasn't as depicted in its

description or product photo 12%
10%

| didn't like it

9%

9%
| changed my mind

7%
= 27

The package didn't arrive in time for my

needs or the package was late

| intended to return when | purchased
(such as buying multiple items) %

Returns to Amazon Returns to non-Amazon merchants

Figure 7: Statistics on Reasons behind the Returns reported by Narvar

In the latest report published by the Narvar Consumer Study® showed the increase in people
does bracketing. Buying multiple types of the same item at once and try them at home and
return the items which did not fit is called ‘Bracketing’. Figure 8 shows the huge increment

in shoppers who do bracketing in the last year compares to the past three years.

7 https://see.narvar.com

37


https://see.narvar.com/

80%

50% increase

o,
6o% in just 3 years

Luxury shoppers are

most likely to bracket
(71%), with under-30
year olds (70%) and
those with HHI over
$100k (66%) not far
behind.

40%

20%

2017 2018 2019 2020

Figure 8: Bracketing Behavior of Customers in last 4 years

The solution to these problems may be solved by providing a virtual dressing room where
customers can try on clothes virtually on their bodies without waiting in a long queue. A
virtual dressing room is a real-time interactive platform that provides facilities to fit on

clothes virtually (Boonbrahm et al., 2015).

The virtual dressing rooms allows the customers to try 2D/ 3D models of items on their 3D
avatar before they make a decision to buy (Holte et al., 2015). There were various research
works carried for quite some time on the virtual dressing room. The developed frameworks

range from the online virtual dressing room to the run of mobile phones.

2.5.1 Technologies in Virtual Dressing

The virtual dressing room is an interesting research topic, and many researchers have
proposed their solutions and new technologies during the past years. The following
technologies are used in building a virtual dressing room to detect the user body, build 2D/ 3D

models of items and overlap the user’s body with the virtual cloth items.

e 3D Body Scanner

3D body scanner uses a scanning system to captures the dimensions of the user’s body three-
dimensionally (3D). Thea separate scanning booths are allocated in this approach to scanning
the full body of the user (Lee and Xu, 2020). The main limitation of this approach is the

customer needs to a physical store where a booth exists to get scanned. This approach is
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completely not applicable in a situation where a customer is from another country and making

an online purchase.

e 3D Avatar

In this approach, a 3D avatar is modelled, which is a close representation of the user’s size
and shape (Erra et al., 2018). The virtual dressing works like the 3D scanning of the cloth
items are get modelled of the customer’s avatar. Virtual dressing room using 3D avatar gives
customers a gaming experience by allowing users to create a 3D avatar of themselves by
manually entering few body measurements (Lee and Xu, 2020). Since the body measurements

are inputted manually and only a few, the accuracy of this approach is relatively low.

e Photo Accurate 3D Customer Model

The 3D model of the customers is created using body metrics and photos. This approach
provides more accuracy than the previous technique (Schwind et.al., 2017). The products are
also modelled using the same technique with photos and product information. Since the

technique simulates the real model of the customer, it enhances the user experience.

¢ Virtual Reality

Another popular technique in this field is Virtual Reality (VR) which provides virtual dressing
online. VR used a computer-generated 3D model to represent customers to enable virtual
dressing. The VR may be personalized or non-personalized. If the VR utilizes a standard set
of avatar options provided, the customer has no options to personalize. However, they can
select options to more personalize and better represent their appearance (Yaoyuneyong et al.,
2014). VR makes traditional shopping more efficient and time-consuming (Erra et al., 2018).

e Augmented Reality

Using Augmented Reality (AR), the customers can try on augmented items on their
augmented model on a web browser or kiosks. AR superimposes the products over the
captured user model via camera-based technology (Lee & Leonas, 2018). This way of
processing gives a more realistic experience to the users. The benefit of having AR over other
methods is the customers do not need to travel somewhere to get scanned or virtually try-on.

They can use the AR feature from anywhere and anytime.

39



2.5.2 Augmented Reality in Virtual Dressing
Augmented Reality technology is changing the traditional way of shopping completely into a
new face. The ease of access to AR from home computers, mobile devices or kiosks in stores
encourages the customers to make buying decisions correctly. The technologies and devices
behind AR applications are affordable and cheap (Erra et al., 2018). This is the reason why
many researchers are exploiting their studies in this area.

AR uses a web camera to represent the actual customer and imposes the outfit or cloth they
want to fit on virtually in real-time (Yaoyuneyong et al., 2014). To have a perfect virtual
model using VR is expensive in implementation. On the other hand, video reflections using

AR is convenient, interactive and less expensive.

The AR uses a camera-based device to capture the motion and take body measurements. AR
incorporates 3D virtual simulation technology to offer a mixed reality and imposes the 3D
models of the products over the augmented customer model within the live video (Lee and
Xu, 2020).

In addition, AR technology can be used online and in physical stores, unlike the other
proposed methods. In recent years many brands have adopted AR dressing room in their
marketplace. For example, Burberry, Rebecca Minkoff, and Atelier provided a magic mirror
for their customers in the physical stores and launched an AR app called Zeekit App to use in

online shopping.

2.6 Research Gap

Sentiment Analysis also called opinion mining, is one of the most interesting research areas
explored by many researchers in the field. Many studies were carried out focusing on
extracting opinions at the document level and sentence level. It has been reviewed in the
literature that mining documents and sentences as a whole would not yield deep insight into

what customers actually thinks and feels about a product.

It has been proved by many experiments that aspect-based opinion mining can yield better
results in extracting actual customer’s sentiments towards each aspect of the products. Even
though a considerable amount of work is carried out over time, the proposed solutions still

lack to provide higher accuracy in predicting customer’s opinions.

As discussed in the literature, the two main tasks in aspect-based opinion mining are aspect

extraction and opinion extraction and classification. Most of the proposed methods over the
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past decades adopted only one approach in achieving the end results. However, to obtain high
accuracy results, there is a need for a method that combines the best approaches adopted for
the two main tasks.

The opinions a user has about a product not only depends on the product alone. The personal
factors, preferences, interests and background also affects the user’s sentiment towards a
product. The research studies missed out to take these into consideration when mining

customer’s opinions in reviews.

The recommender systems developed over time use filtering methods such as collaborative
filtering, content-based filtering and context-aware filtering to provide suggestions to
customers. Having only a filtering option based on the algorithm and the data provides a set of

suggestions that are common to all.

In the context of shopping for clothes online, people have different tastes, interests,
preferences and beliefs when buying an item. The past opinions about the products and their
aspects also play a major role here. There is a need for a personalized recommendation system
that considers aspect level opinions along with customer’s personal factors, preferences and

interests.

It can be concluded that from the literature that there is no system developed which combines
all four research components: aspect-based opinion mining, personalized recommendation,
intelligent customer insight with personalized advertising and AR virtual dressing room.
Many studies have proved the importance of having targeted groups and advertising can
increase profit. Classifying the targeted groups not only based on their past purchase details,
grouping them based on opinions and interests is an interesting area that needs to be

addressed.

In a recommendation system, customers are provided with a list of items to choose from.
Even though the suggestions are personalized and give an easy way to make the buying
decision, the size and fit issue is a major problem in the online cloth retailing industry.
Therefore, the recommender should not stand alone just by providing suggestions. A way to

overcome the cloth fitting issues also be incorporated with the recommendation systems.

2.7 Summary
In this chapter, a review of the related works associated with aspect-based opinion mining,
personalized recommendation systems, intelligent customer insight with advertising and AR

virtual dressing room is viewed in a broader context. In particular, different approaches to
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aspect extraction, opinion extraction and classification, collaborative filtering, content-based
filtering, targeted advertising, augmented reality technologies are discussed. In addition to
reviewing the accuracy metrics of each approach, the evaluation strategies are also focused on
in this chapter. The proposed approach of this research work and its methodologies are

illustrated and described in the following chapter.
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CHAPTER 3
METHODOLOGY

3.1 Introduction

A critical review of literature in Aspect-Based Opinion Mining, Recommender System with,
Personalized Advertising with Sentiment Analysis, Intelligent Customer Insight, and
Augmented Reality to Virtual Outfit is presented in Chapter 2. This chapter describes the
proposed approach and the techniques and methodologies adopted to solve the research

problem.

The chapter illustrates and discusses the proposed model for aspect extraction, aspect-
sentiment analysis, personalized recommendation tasks, augmented reality in virtual dressing

and intelligent customer insight generation.

3.2 Representation of the Problem

As the opinionated information about fashionable clothes and accessories is getting to
increase on the web every second, this makes the analysing of these opinion sources and
getting the desired result very difficult. Most of the time, these opinions are hidden in
customer reviews, forums posts, comments, and blogs. It is not a simple task for a human
mind to read each and every piece of data and process it manually. This requires an
automated, intelligent way to extract important information, summarize and organize them

into a form that is useful in the decision-making process to buy clothes and accessories.

In the online cloth shopping context, the reviews of customers play a vital role. People always
look for other’s opinions and reviews before they buy a cloth or accessories. Reading a huge
list of reviews of items is not practical, and it is a time and energy-consuming task. People
need a mechanism to easily compare the products get a summary of other’s opinions.
However, having a way to just analyse the reviews as a whole would not give a deep insight.
Usually, humans have opinions towards each and every aspect of products. So, the need to
analyse the reviews and mine important information at an aspect level becomes compulsory

here.

In addition to reading reviews, online buyers need to go through all the list of items available
to decide which items best suit their preferences and interest. Even though there are filter
options in the current systems yet yields a huge list of items that may be not relevant to the

user. These difficulties put the customer in trouble and make them confused to take a
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decision. If there is a recommendation system that provides more personalized suggestions to
users based on their preferences, interests, personal factors and past opinions, this could take
up the traditional online shopping experience to the next stage.

Another biggest issue in online cloth shopping is the size and fit problem. Online customers
often return the bought items if they find the cloth is very tight, small, large or loose. Since
there is no standard system for apparel sizing worldwide, the sizes differ from brand to brand
and country to country. This makes the user give a wrong measurement when they are buying

online. At last, customers end up paying for the items which did not suit their bodies.

As there are a lot of problems from the point of online customers, there are another set of
problems from the perspective of merchants who sells their items online. Due to the lack of
systems that predict the buying behaviour and customer’s opinions towards item’s aspects,
organizations could not understand their customers fully and assess their own products
completely. This results in low-profit sales, customer dissatisfaction, high manufacturing cost
and a bad reputation in the market. This requires a new system to produce intelligent customer

insight and personalized advertising campaigns.

It is clearly seen that there is a heavy demand for an intelligent system to assist both
customers and merchants to analyses customer reviews, summarize different opinions of
customers towards items and their aspects, assess a product’s strengths and weaknesses,
provide personalized suggestions, understand customer buying patterns to have intelligent
customer insight and market targeted groups with personalized advertising. It also requires an
easily affordable solution to have a virtual dressing option over an online platform. All the
above-mentioned problems needed to be addressed concerning both the online customers and

merchants.

3.3 Research Methodology

In conducting this research, a constructive research methodology is used. It is aimed to
produce novel solutions with research potential both practically and theoretically. The
theoretical evaluation and practical implementations are the valuable outcomes of this
constructive based approach. The main phases in the research methodology followed is given

below in Figure 9.
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Figure 9: Constructive Research Methodology

3.4 Possible Solutions and Justification

The research problem outlines in the previous section highlights the need for a system to
perform opinion mining on text reviews, provide personalized suggestions concerning user’s
personal factors, preferences, interests and their opinions about aspects, generate intelligent
customer insight to market personalized advertising on targeted groups and at last a

mechanism to provide a virtual dressing room in an online platform.

To solve the research problem identified, there are many technologies and approaches
identified in the literature review conducted. The possible pathways to achieve the solution
and solve the research problem and the reasons for the methods selected are justified in the

following sections.

3.4.1 Opinion Mining on Text Reviews

The methods identified in the research literature to perform opinion mining are related to pre-
processing, data extraction, natural language processing techniques and machine learning
models. The opinion mining can be performed in three levels: document level, sentence level

and aspect level.
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As discussed in the literature review, mining review at document and sentence level results in
an overall sentiment the user has about the product, which is more coarse-grained. In order to
get more fine-grained information like opinions about each aspect, aspect-based opinion

mining is the optimum solution.

Aspect-based opinion mining comprises two main tasks aspect extraction and opinion
extraction and classification. There are different approaches proposed by researchers to
perform these two tasks. Initially, the aspects need to be extracted from the text to find
opinions towards them. There are four main approaches, namely frequency-based, relation-
based, supervised learning and unsupervised learning (topic modelling).

The frequency-based approach is the first methodology proposed, yet powerful. This
technique is very simple and based on the word frequencies in the text. However, the
frequency-based approach does not count the low-frequency aspects. To overcome this

problem, a relation-based technique can be used.

The best approach to perform aspect extraction is by combining a frequency-based approach
and a relation-based approach. This hybrid approach would take the power of both the

techniques and yield high accuracy results.

Supervised learning would not be a good approach in this research work since it needs
manually labelled data for training and which is very domain-specific. Since the topic
modelling works best at document-level and sentence level opinion mining, the hybrid

approach is selected to perform the aspect-extraction task.

The second main task in aspect-based opinion mining is opinion extraction and classification.
There are mainly two approaches: lexicon-based and machine learning approaches. As
strengths and weaknesses are critically reviewed in the literature study, the solution which
combines both approaches gives a more accurate opinion mining. The results from the

lexicon-based approach can be combined with supervised learning to build the model.

3.4.2 Personalized Recommendation

There are different types of recommender systems available, namely, content-based,
collaborative filtering, and hybrid recommendation systems. All these recommendation
systems consider the rating of the products only, not taking into count the opinions of the

users. The customer’s sentiment towards items and their aspects is very important in
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providing the personalized recommendation. Therefore, proposing an aspect-based

recommendation system is the ideal solution.

3.4.3 Intelligent Customer Insight with Personalized Advertising

The customer insight can be retrieved from past purchase details and customer general details.
This is the type of insight practised by many businesses for over a long time. The customer
insight needs to be intelligent enough to form different clusters based on their personal
factors, interests, background and past opinions. This information gives some knowledge to
understand the customers better and target groups to market and provide personalized

advertising.

The results of the aspect-based opinion mining and the personalized recommendation system
can be utilized in this component to find important aspects, product’s strengths and
weaknesses, high selling products, target groups of customers and strongly recommended

products.

3.4.4 Virtual Dressing Room

The virtual dressing room can be developed using many technologies such as 3D body
scanners, avatar models, virtual simulation, virtual reality, augmented reality and etc. From
the literature review, it has been concluded that adopting augmented reality is a very feasible,
effective and cheap solution. There is no need for expensive devices on the customer side as
well as the retailer side. In addition, augmented reality can provide virtual dressing rooms in

both online and physical store contexts.

3.5 Proposed Approach

The proposed approach transforms the textual customer reviews in the natural language to a
more meaningful summary of aspect-opinion comprehension using aspect-based opinion
mining. The knowledge output from the mining process which is the aspect-sentiment pairs
are used by the recommendation system to provide personalized suggestions to customers
along with considerations on their preferences, personal factors, interest and their past

opinions.

Figure 10 shows the proposed model to solve the identified research problem.
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Figure 10: Proposed Model

The mined opinion information about the items and their aspects is used by the merchants to
identify their product’s strengths and weaknesses. The aspect level opinion mining not only
helps in recommending items but also helps the merchants to understand their customer
buying behaviours and provide personalized advertising campaigns and seek intelligent

customer insight.

Along with that, the clusters of similar-minded users modelled based on their past opinions,
personal factors and interests are used to promote marketing campaigns to targeted groups and

send personalized advertising.

The proposed approach also overcomes the issue of incorrect size and fitting. The proposed
system incorporates the Augmented Reality feature to provide a virtual dressing room for
online users. The more detailed information about each component of the proposed system

and its architecture is explained in the following sections.

3.6 Design assumptions

In the research, the design proposed there are few design assumptions are concerned before its
actual implementations since the study is involved with natural language processing. The
study is only scoped to text reviews written in English thus training and evaluation is carried

out in the English language only.

The context and the point of time of the reviewer and the reader are assumed to be
independent observations. Any sentences with sarcasm are not considered as part of this

implementation as it directly influences the opinion of a user. All the sentences used for
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training and testing are assumed to be subjective sentences opinionated positively, negatively
or neutrally. With all the design assumptions said the architecture of the research problem is
designed.

3.7 Research Design of the Proposed Model

Figure 11 shows how the proposed model is achieved at an abstract level.

Data Collection using Web Scrapping (Octoparse)

|

Data Preprocessing
Removal of punctuation & numbers, Spell Correction, Stop Words Removal, Stemming, Lemmatization

:

Word Embeddings
Bag of Words (BOW), TF-IDF, Word2Vev, GloVe

{

Aspect Based Sentiment Analysis
- Aspect Extraction (Topic Modelling with Latent Dirichlet Allocation)
Sentiment Classification (Hybrid Approach combining Supervised & Unsupervised Techniques)

¢

Personalized Suggestion enhanced with Sentiment Analysis
Collaborative Flltering (CF), Content Based (CB), Hybrid ( CF+CB), Popularity Based
$

Augmented Reality Virtual Dressing Room using ARKIt & AR Foundation

Exploratory Data Analysis (EDA)
Intelligent Customer Insight, Targeted Advertising ., Marketing Campaign

Figure 11: Methodology of the Proposed Solution

After data collection, the raw data needs to be pre-processed to remove unnecessary
information and be converted to a form appropriate for the analysis. After word embedding
should be done to convert into a vector form because the machines cannot understand the
texts. Different word embedding techniques have been used in this research work to evaluate

the accuracy and performance.

After that aspect-based sentiment analysis is carried out in two steps. First, the relevant
aspects are extracted using an unsupervised approach since the collected dataset is unlabelled.
and the sentiment is classified towards extracted aspects by combining unsupervised and

supervised techniques.

After getting the sentiment analysis results, they are incorporated with the recommender

system to produce a list of suggestions based on a hybrid approach combining collaborative
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filtering and content-based filtering. In addition, a popularity recommender engine was also

built to give insights on popular products based on specific aspects.

The products suggested can be virtually tried on by using the augmented reality virtual
dressing room developed using ARKit and AR Foundation.

Finally, the results from the sentiment analysis and personalized suggestions can be used to
perform exploratory data analysis to produce intelligent customer insight, targeted

advertising, and marketing campaigns.

3.8 Proposed System Architecture

To solve the research problem, a shopping assistant system is proposed which can suggest
personalized fashionable clothes and accessories based on aspect-level opinion mining. The
system also benefits online retailers by providing intelligent customer insight with targeted
advertising. In addition, an augmented reality model enhances customer attractiveness by

allowing a virtual dressing room.

The detailed architecture of the model is shown in Figure 12.
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Figure 12: Detailed Model Architecture
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The proposed architecture comprises four components: Aspect-Based Opinion Mining,
Personalized Recommendation System, Augmented Reality Virtual Dressing Room and
Intelligent Customer Insight Generation. The following sections discuss the four components

of the architecture in more detail.

3.8.1 Data Collection

The data relevant for the research study is collected from the web using a web scraping tool
called ‘Octoparse’. It is a web data extraction software that is used to extract information from

websites.

Manually copying and pasting the content from the web is extremely a difficult task. The web

scraping tools make it easy and time-efficient to extract required content from the web.

3.8.2 Dataset Description

The data of a reputed online woman cloth retailing company is collected for the research
along with safeguarding the protection and the usage of the data. The dataset consists of
information related to 22 categories of clothing for women. Each category consists of 100

items nearly.

Table 3: Number of Reviews per Item Categories and Subcategories

Category Subcategory No. of Items No. of Reviews
Clothing Gowns 511 9563
Party 344 5693
Night Out 348 5632
Wedding 747 5963
Work 298 4886
Active wear 111 2036
Jumpsuits 546 9568
Rompers 184 2963
Tops 685 13132
Jackets and Coats Blazer 337 5214
Jackets 588 9632
Wool Coats 225 3256
Bottoms Pants 1060 20365
Skirts 656 15489

o1




Table 3 below shows the details about the categories, sub-categories, items and reviews

collected for each subcategory. The dataset includes information as follows.

e [tem Dataset- item name, brand, price, description, style notes and size.
e [tem 2D/3D Models — 2D images and 3D models of the items
e Customer Dataset — Name, age, height, weight, body type and size, interests, preferences

e Customer Reviews — Author, date, topic, text review, rating

3.8.3 Aspect-Based Opinion Mining

This section presents a novel approach to mine the opinions on the text reviews written by the
customers. The approach identifies the different aspects, opinions and classifies and opinion
on each aspect as positive, negative and neutral based on the polarities. The aspect-based
opinion mining is carried out in several steps. Figure 13 shows the overview of the aspect-

based opinion mining component.

Analysing the text reviews written by the users is often a challenge in the opinion mining
process. Table 4 shows a few samples of actual customer’s feedbacks. There may be reviews
that are very short, incomplete and maybe with mistakes in the spellings, grammar, shortcuts,
abbreviations etc. These kinds of informal reviews are considered noisy and unstructured

data. This causes difficulty in extracting the aspects and the opinions accurately.

Table 4: Sample Customer Text Reviews

Customer Item Review Title Review Sentence
Silvia Green Off Shoulder | More interesting | Warm enough for a late winter
Sweater Dress than | expected. day without being bulky.
Justine Purple Mock Neck | Really cute dress, | | ordered this dress in two sizes,
Dress odd fit the fabric on both sizes is quite

billowy on top. This dress was

super cute!
Stephanie Zeyboard Top Versatile Blouse Beautiful loose blouse.
Karla Vitala Skirt Gorgeous Very well made. | love the

simple line and the slight flair.

Annie Black Faux Suede | Loved this cute fall dress that works for

Sheath everyday and work.
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Figure 13 shows how the aspect and opinion extraction process is carried out along with

utilizing the opinion lexicon to find the opinion value.

Figure 13: Aspect Based Opinion Mining Component

The very first step is to pre-process the data. Afterwards, the aspects in the woman clothing
domain are get extracted. Following that, the opinion bearing phrases are detected and
classified. An opinion lexicon for the English language, i.e., SentiWordNet, is used to classify
the phrases into positive, negative and neutral expressions. Finally, these opinion bearing
phrases are linked with the associated aspect to form aspect-sentiment pairs.

e Pre-processing
I.  Removing unnecessary annotations (Cleaning)
Eliminating all human annotations alongside all symbols, for example, {,}, :), :(, ##, ...,
[, etc. For these reasons, regular expressions are being utilized.
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ii.  Sentence Detection
After cleaning, the dataset is divided into sentences utilizing NLP sentence splitter
tools. The Apache OpenNLP2 Sentence Detector is used to isolate the sentences.

iii.  Tokenizing
Afterwards, the Apache OpenNLP Tokenizer is applied to separate words.

iv.  POS Tagging

The Apache OpenNLP Part-Of-Speech Tagger is used to assign the POS-tags to each
word correctly.

e Aspects and opinion extraction
The second step after the pre-processing stage is to extract aspects and opinions. This step

consists of parts:

1. Aspect Extraction

2. Opinion Extraction and Classification

The aspect and opinion extraction start by finding the aspects and then identify the
corresponding opinions. It is assumed that the item aspects and their associated opinions are
written within a sentence. Therefore, the aspects and the opinions are extracted from each
sentence. All the sentences identified in the first stage must be considered in order to extract
all the aspects and their opinions expressed by the customer. The proposed approach to extract

aspects and opinions is shown below.

e Aspects Extraction
As the clothing domain is chosen for this research work, the entities and the aspects related to

this domain have to be extracted from the text reviews.

The aim of this step is to find the aspects which have the opinions of the users. The aspects

are usually nouning or noun phrases.

The aspect extraction model is created in a semi-automated way. In the initial step of the
model, the entities and the aspects are collected in a base list. Then, the list is get extended
using the community-generated synonym lexicon OpenThesaurus and WordNet dictionary.

In the last step, the list is normalized by lemmatizing all words.
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The extraction of the aspects is done as a simple search. A few aspects range over more
words. In those cases, the longest possible phrase is taken. Inside the extraction of the aspects
from the reviews, the same lemmatizer used to generate the list is getting applied.

e Aspects grouping

The next following task is gathering aspects dependent on frequency and synonyms words.
Users can state their opinions for similar aspects in various words and phrases. In this manner,
to get accurate results, comparable words and phrases should be grouped. Moreover, two
words are synonyms in one domain, and it is important to group them under the same aspect

name.

In the extraction process, all potential aspects are recognized. However, the grouping of
aspects is necessary because of the large number of possible synonyms. There are two

principal issues here.

Many words are not synonyms in various dictionaries even though they refer to the same
aspect. Another issue is with domain synonyms. The synonyms refer to the same aspect on

one domain but work differently in any other domain.

e Aspect reduction
In addition to the above procedure, VisuwordsTM is also used to purify the aspects (reduce
aspects). It is an online graphical dictionary tool used to find meanings of the words and their

associations with other words.

The refined aspects list can be used to produce aspect-opinion pairs after extracting opinion

phrases and classifying them.

e Opinion words extraction and sentiment classification

Opinion extraction and classification is the second task of the extraction method. The main
objective of this step is to extract the relating opinion words used for each item aspect and
classify them into relevant sentiment classes (strong positive, strong negative or neutral) using

an opinion lexicon.

Aspect sentiment classification depends on a set of sentiment expressions, called as sentiment
lexicon, to decide whether the text in the review is positive or negative about an aspect. It is
assumed that customers use adjectives to communicate or express their opinion about an item

and its aspects. Therefore, opinion words generally come in the form of adjectives.
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The lemmatizing of the phrases is necessary to get the opinion value from the opinion lexicon
because that all words in the lexicon are lemmatized. Therefore, some minor changes must be
applied to lemmatize all words correctly, and specifically for comparative and superlative

forms to suppress.

Once the opinion words have been located in the sentence and from that point, the
corresponding aspects are looked through the sentence in reverse first for the nearest aspect. If

not found, then the search goes forward.

In the proposed method, the opinion lexicon is used to find opinion words and their relevant
opinion orientation value. The opinion lexicon incorporates opinion values for both single
opinions bearing words and phrases with a length of up to five words. It is possible to get an
opinion value for a given opinion phrase which is extracted from the reviews directly by using

the opinion lexicon.

If the extracted phrase consists of just one word, it is not possible to find an opinion value. If
the phrase comprises more than one word, the phrase is get shortened by a single word, and
another lookup is performed in the opinion lexicon. The opinion value is taken in all

situations if the shortened phrase is found in the list.

It is important to note that the shortening of the phrases should not cut off the negation
words. for instance, the phrase ’very very good’ can occur but is not in the opinion lexicon

list, so the phrase is get shortened to *very good.

On the other hand, if the phrase 'not exceptionally good’ is found and its opinion value cannot
retrieve from the opinion lexicon, it will not be shortened as omitting the negation word

would change the tonality definitely.

In the end, every opinion phrase is classified as positive, negative and neutral. Both the
positive and negative classes can be divided again into subclasses addressing strong and
weak. If the opinion value is greater than 0.67, the opinion phrase is classified as strongly

positive, and any value less than -67 is considered as a strong negative.

e Distance-Based Linking

Opinion words are usually positioned in the sentence close to aspects. Opinion words are put
as the nearest adjective to the aspects. As the final step, the classified opinions should be
connected to the associate aspects. A distance-based approach is used to link the opinion

phrases with the relevant aspects at the sentence level.
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All strong positive or negative opinion phrases are connected to the following aspect found in

a sentence as per the word position.

3.8.4 Personalized Recommendation System

In this section, the personalized recommendation architecture is discussed. The research work
proposes a hybrid personalized recommendation system that comprises the traditional
content-based and collaborative filtering methods along with the aspect-based sentiment
analysis. Figure 14 shows a detailed overview of the proposed personalized recommendation

system.

Aspect terms’ analysis

Aspect aggregation

Content-based
recommender

Collaborative

filtering Hybrid recommender

Figure 14: Overview of the proposed Personalized Recommendation System

In the proposed recommender system, there are two datasets utilized to form different
clusters: aspect data, customer, and item dataset. The aspect data is obtained from the aspect-
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based opinion component, where the aspect extraction process results in an aspect list. The

customer and item data are web scrapped data prior to the research tasks.

The proposed approach is to have a hybrid system that comprises content-based, collaborative
filtering, user clustering and item clustering. After obtaining the aspect list, the aspects are get
modelled with opinions and classified into two groups as aspects by users and aspects by

items.

The knowledge extracted is utilized by different algorithms and finally produces a set of
personalized suggestions. These suggestions are given to the user in a particular ranking order
starting from strongly recommended. The suggestion results from the hybrid system are
ranked first since it takes the aspect opinions into account. The suggestions from the other

sub-modules are ranked based on the filtering option.

e Content-based recommender

In this sub-module, the suggestions are generated based on the features. The user is get
recommended with items similar to the items he/she liked in the past. To perform this, the
aspects by users and aspects by item data are used, and an aspect-matching process is carried
out. If there is a matching record, that means the items similar to the items the user has rated

or given reviews in the past are get considered.

To provide the suggestion, the items with only positive opinions are get filtered, and only

those items are get recommended to the customer.

e Collaborative Filtering
In this method, the items that have positive opinions and are preferred by like-minded people
are get suggested. The Matrix Factorization technique is used to provide suggestions in this

sub-module. It forms a matrix of user-provided ratings and the corresponding items.

Like-minded people are with similar interests, preferences and maybe personal factors.
Hence, the suggestions are provided on the basis that if there are positive opinions towards
aspects of a product which is given by a similar mind user, then the item gets suggested.

e Hybrid Recommender
This approach uses the domain data and the aspects by users. The users in the system are get
clustered based on the opinions they have expressed in the past. The aspects by user’s

knowledge from opinion mining are utilized here to group people with the same opinions
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towards aspects of products. The suggestions are provided based on their past opinion and

opinions of other users in the same cluster.

3.8.5 Intelligent Customer Insight Generation

Figure 15 shows the overview of the intelligent customer insight generation component. The
results from the previous two components are utilized here to analyse the different clusters of
customers and their personalized recommendation products. This knowledge can be used to

target groups to send marketing campaigns and show personalized advertising.

Aspect-Baszsed A . Perzonalized
. spects, Opmions ,
Opinion Recommendation System
Mining Aspect + Opinion
Pairs
Personalized
suggestions User Profiles
+
i . e Target Clusters
Per sonahze:l_Ach ertismg Intelligent Customer Insight
Marketing campaign Generation
+
Intelligent Customer
Insight Report

Figure 15: Overview of Intelligent Customer Insight Generation

e Identification of Product’s Strengths and Weaknesses
The aspect-based opinion mining components outputs the list of aspects, opinions and aspect-
opinion pairs, which can be used to analyse which products and on what aspects the customer

expresses a positive opinion and negative opinion.

The business can get an insight that the products with a high positive opinion can be
manufactured more and promoted, whereas products with negative opinions can be omitted
from the production. This way of insight helps the retailer to increase sales and minimize the

production cost.

In addition to the products, the insight about specific aspects can also be analyzed since the
proposed work adopting aspect-based opinion mining.
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e Target groups of customers

Since the recommendation module utilizes three different approaches to suggest items, the
three different clusters of users can be obtained. By getting the results from the personalized
recommendation component, the different clusters can be treated as target groups.

Clustering of own customers helps to understand the customer behaviour better and makes it
easy to approach easily. The different targeted groups can be aimed to send marketing
campaigns and personalized advertising.

3.8.6 Augmented Reality Virtual Dressing Room

In this section, the methodology of the virtual dressing room using Augmented Reality (AR)
is discussed. In this approach, ARKIit is used to build the AR model to try on clothes virtually.
The ARKIit performs combining motion sensing and scene analysis to visualize three-

dimensional virtual content as a part of real-world content.

Figure 16: Flowchart Augmented Reality Virtual Dressing Room

1

In Figure 16, a flow chart is shown to visualize the methodology of the virtual fitting room
research using ARKit from Apple.



The ARKIit will be used to process and get the camera coordinates of the real world. Along
with that, ARKit contains APl (Application Programming Interface) to make changes to the
origin and coordinate system with respect to the real world.

The ARKIit uses visual-inertial odometry technology to correspond between the real world
and the virtual space. This information will be used to track the real world. This is achieved in
combination with the information from the device motion-sensing hardware and computer
vision analysis of the scene visible using the device’s camera. This results in a high precision

model of device position and motion. In this project, it is achieved using the ARK:it as well.

Ray-casting methods are the most common techniques to find the distance from a point to
another given point in the virtual world. In this research work, the ray-casting method will be
used in ARKIit to find the real-world surface corresponding to point a point in the camera
image. This method detects flat surfaces in the camera image and reports their position and

size to the website.

From the front-end website, a customer is able to select a cloth to try using this method.
Therefore, the desired object related to the selected item must be retrieved from the database.
These data will be 2D object maps, textures, etc. These results will be rendered on the website

with camera-enabled.

The results from the ray-casting or the detected planes will be used to place or interact with
virtual content in the application. In the end, the website allows the customer to quickly fit
and check the desired cloth virtually, and the customer can purchase or send a review directly

via the website.

The ARK:it incorporates tracking facilities of the user's face in an application that displays an
AR experience with the camera. The ARKit performs image processing to deliver image
position and expression along with the world-tracking using both the front and back cameras.
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3.9 Implementation

The sections below describe how each main module of the proposed model is implemented.
As discussed in section 3.8, the system architecture consists of 4 modules: Aspect Extraction
and Opinion Classification, Personalized Recommendation, Intelligent Insight, and

Augmented Reality Virtual Dressing.

3.9.1 Workstation Setup

Hardware specification for the study is explained in this section. NLP libraries and Machine

learning algorithms tasks require high performing hardware for mining and predictions.

Machine learning algorithms are trained on a single processor since parallel training is
impossible in most cases. However, it takes a considerable amount of time to run using a
single processor. Therefore, the machine should possess a decent amount of processing unit
and graphical processing unit (GPU).

As augmented reality is also built as part of the system, it requires more processing power to
render and create 2D/ 3D models. The tools used for AR development such as Unity3D,
Vuforia, AR Foundation and AR Kit requires a graphical processing unit with high

performance.
The proposed approach used a hardware setup with the specification as listed in Table 4.

Table 5: Hardware Specification of the Workstation Setup

Machine Type Workstation Hardware Specification

CPU Intel(R) Core(TM) i7-1065G7 CPU @ 1.30GHz 1.50 GHz
RAM 8 GB

GPU NVIDIA GeForce MX250

Operating System | Windows 10

3.9.2 Software & Frameworks

The proposed model is trained and tested in Windows 10 environment and python 3.9 is used
as the primary language to build the aspect-based opinion mining module. Due to the fact that
python provides NLP library support and machine learning algorithms, it is selected for the

implementation of the module.
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In terms of software, the Anaconda platform has been installed to access jupyter notebooks to
enable python modules. The following open-source python libraries and frameworks are used
to build the aspect extraction and opinion classification modules.

The python libraries and frameworks used to train and test models on aspect extraction,
opinion classification and personalized recommendation are listed in Table 5.

Table 6: Python Libraries and Usage

Python Library/ Framework Purpose of Use

Natural Language Toolkit (NLTK) Used as the main toolkit for text processing that
includes tokenizing, lemmatizing, removing stop

words, stemming and etc.

Scikit-learn Library Used to have most of the unsupervised and

supervised machine learning algorithms support.

Numerical Python (NumPy) Used to have multidimensional array object data
structure to perform efficient computation and

faster access.

Matplotlib Library Used for the data visualization of the experimental

results and the analysis.

In addition, some other linguistic resources were used. These resources include synonyms for
words and sentiment lexicons. WordNet is used to find out the similarity between words to
cluster and extract aspect category and TextBlob is used to get the sentiment polarity

measures to classify positive, negative and neutral words.

To build AR virtual dressing room application, Unity 2020.3.17 f1, Vuforia 9.5,
ARFoundation 4.0 and ARKit is used.

3.9.3 Dataset for Training and Testing

The initial model is built using the reviews data from the five main cloth categories. Before
starting the training phase, the collected dataset is divided into training at testing datasets.
Hence the number of items in each category is different, each category is partitioned into 80%
percentage for training and 20% for testing. The details about the separated two datasets are

listed in Table 6 below.
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Table 7: Separation of Dataset for Training and Testing

Category Total Reviews Number of Reviews

Training Testing
Gowns 9563 7651 1912
Party 5693 4555 1138
Night Out 5632 4506 1126
Wedding 5963 4771 1192
Work 4886 3909 977
Active wear 2036 1629 407
Jumpsuits 9568 7655 1913
Blouses 9563 7651 1912
Total 52904 42327 10577

Figure 17 shows a snip of the collected dataset. It consists of the information about the brand,

item name, customer name, title of the review and the review text written by the customers.

Brand ltemName Customer Title Reviews
Vicior Afaro l‘_'.:l;_«;';q Green O Shoulder 5‘.\",5(9:::;:’;;‘7 ) A::;ma More Interesting than | -:x'b-rr"::v: Warm anough for a late winter day \’hizrtﬁ;
Victer Ao Colictive  Green Off Shoulder Saester Dress Kanna  Delndety 0025 nol hang over Ihe shoulder und Fits true 1o sze Beautiful matenal and nice
Weior Ao Colisctive  Green Off Shoulder Saester Diress Ieagan Cute hut strelches with 8l day wear Cute DUt streiches with 3l Gy 'welr
Victor Aaro Collecve  Green Off Shoulder Sweater Oress  Lindsey 1@ AWesome, awesome winter aress it is true to size and hangs nak ot the
Victor Afaro Collaave  Green Off Shoulder Sweater Oress Al=a Sweater aress  This was a cute change up on a typical sweater

Free Pecple Blacx Fake Prstend Top ey Peapie compnimented thes one i lot Wore it Tor work
Free People Black Fake Pretend Top Tnewa  really cute ana comfy 100 work, hts of compl a lme nigh wasted for me ut really cute w
Free People Black Fake Pretend Top Jayme Runs large | rented this in 3 sze medium but it 5 20 0
Free Pecpie Black Fake Pretend Top Sapana | ot love 1S out'E — £ was kind of bu Fwodlan't rent thes agan
Free Pecple Black Fake Preteng Top Alce Great sumimes 10 Sl Fanstion pece  Loved the deladl on dress and very comiorntadie

Figure 17: Sample of the Dataset

3.9.4 Preparing Data

After splitting the dataset into training and testing, the dataset for training needs to be
prepared for the aspect extraction and opinion mining problem. Since the research study is
focused to classify opinions at the aspect level, the review texts should be separated into

sentences.
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Figure 18 shows how the reviews look like after breaking the whole review text into

sentences. For each review, a new row is get added based on the number of sentences.

1o/ Brand ftemName Customer Title Reviews Review_Sentence
\Warm enough for & fate winter day without being bulky Didn't tall oF my
Victor Afaro o - m’g but Cefinitely work approprae. The siirt aclually hasa  Warm enough for i ate wirter
Colective o ater Dyess h mix of 1extures and the doiman sieeves were Jun and diferent | wore wih 03y wihout being Dulky
epacted A bl 1o encourags the blouson effedt and fights My cog Bked It for surd
= ~ Warm enough 1or 3 Iate winter day without bemg buliy Didnt fall off my o
Victor Alfaro Cg,%u“,g ki mr&m’;‘;‘: shouticer feachingly, but cefinilely work appeopriae. The st actually has a i J_R"?;y %’:nmfﬂ'f’. ok m“x
Coliechve %al_cf Dress = | expecied mix of iextures and the doiman slecves were fun and dfferent. | wore with = .a"otdaf\a'c
N q 2 belf to encourage the Hiouson effect and tgnts. My 00] Bkea It for sufet "
: Warm encugh %or 3 ia%e winter day without being dulky Dian't fakl of my
Victor Altarc %’;u“é; Sl s ";f;" shculide fechingy, bt definlesdy work approprade. The St ackualy hasa The ""B',:a“'”;e"‘m - .;:
Collective Swealsr Dress = 7Y ol sad mix of textures and the dolman sleeves ware Jun and dfarent | wore weh 3 were &in amdo‘a;ﬂ
2 Dell 10 encourads the Diousan effect and Hghts. My 00y Gked it for Sured 3
Gieen Of More Warm enough for 3 iate winter day without being Dulky Diant tall off my
Victor Alfero Snoukder Sina  iereresti man Shouidar feachendgsy. but cefindely work appropaate. The sin aciually has a | worE with 2 bett 10 encourage
Collective %v‘;{ Dress ) c-:n&vm mix of iexiures 3na the doltman siecyes were un and diferent. | wore weh the bicsson effect and tigims
pbonoreladon a belt to encourage the diouson effect and tignts. My 0og tked It for suret
Warm encugh %or a fage winter day without being Dulky Dkin't fak of my
Green 08 Moce
Vicior Alfaro Shouos: fetchingly. but deSinilely work appeopaae. The Surt actually has 3
Collectve o Imﬁ o S Weressng 7’; 31 mox of textures 3nd the dolman sleeves were 4un and delerent | wore Wi WAy dog et & for ot

Figure 18: Dataset after Splitting Reviews into Sentences

The next step in preparation is counting total words in a review sentence as shown in Figure

19. This is important to remove sentences that have only one or two words from the training

dataset. In the context of aspect extraction and opinion classification, the review texts with

only a few words affect the learning process that leads to inaccurate outcomes.

IniBrand temName Customer Tite Reviews Review_Sentence wm! ”
More Wanm encugh 0r a 1ate winter day wiEnou! Deing Dulky. Daan fall off
Geeen O - My shousosr fetchungly, bt defintiedy woek appropriate The skt
ngt.::g:g Snauider Shva m'"m actisily has a mix of dexires and the Goirmn seeves were Am and \'W%"l’n %g" wu:?" 100
Sweater Dress o dievent. 1 wore with 3 Deit to encourage the ticuson effect and hights Ty
pecied 1y cog WKed £ o sure!
Mare Warm encugh %or a late winer day Winout being bulky. Dian't fail off
Vicior Alfaro Green O inerestn Ay ShousSr feichunply, bt definlesy work appropriate The skint Cadn® Tall o erry shouses
Liolecme Shouider Sihva ;m”:? 2ciually fas 3 mix of jeaures and ihe colman sleeves were fun and Seicnngly. but definiiely wark 100
Sweater Dress expected diferent 1'wore with a bt to encourage the biouson efiect and tights appropriate
" Iy cog kad 1 for surel
More Viarm encugh 1or & fate winés diy WEnhoul besng Dulky Didn fall off
Victor Altaro Green OFF m‘ae;. my shouicer feichingly, bt definfely work appropriate. The skt The siart actualy has 2 mex of
el Sroulder Siva Shan]  Actuaily has a mix of fexiures and he doimen sieeves were fun and - fextures and the doiman seeves  16.0
Sweater Dress o dierent | wore with a bet to encourade the biouson efiact and tights were fun ang aferant
Cpedd iy 0o fked £ for Surs|
More Warm 2ncugh 10f 3 late winder day withoul being duky. Dian fal off
Geeen OFF . my shouicer fechuncly. bt defintaly work appropnate The skt preres
V"ég'.:fﬁ:g Shaukder Stva """ﬁ;’? actiaily has a mix of Yexures and the Goman siecves were Amand | i e bl m:’:ﬁg 120
Sweater Dress e tod diferent |'wore with 2 belt o encourage the bicuscn etfact and tights o '
N Iy 000 Wk2g | for surel
More Warm encugh for 2 fate winler day wihout being Dy, Didat fal ot
\Vicior Alfare Green OF inerestng my shouider fetchingly, bar denintely work appropadate. The sk
Cotective Snoukder Sive than 1 actualy has a mix of Ixdures and the colman sleeyes were fun and Iy 00g Nked 1t for surel 60
Sweater Dress od differert | 'wore wilh 3 Bel o encourage the ticuson effact and lights
expect 1y G0 iked £ for surel

Figure 19: Word count for each Review Sentence
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3.9.5 Pre-processing

As the importance of pre-processing discussed in previous sections, the data should be
cleaned and converted to a form appropriate for a machine learning problem. At this stage, the
Natural Language Toolkit (NLTK) is used to clean the natural language and tools like Spacy

and TextBlob are used to remove stop words and correct the spelling of the words.

The algorithm developed in the research design is implemented as follows in Figure 20.

ns, numbers and punctuations

= dataset_sub['Review Sentence'].str.replace("[*a-zA-Z#]", " ")

dataset_sub['Review Sentence'] = dataset_sub['Review Sentence'].str.lower()

reviews = dataset_sub['Review_Sentence'].values.tolist()

#dataset temp[ 'Review Sentence'] = TextBlob(reviews)

for x in dataset_sub['Review Sentence']:
TextBlob(x).correct()

for x in dataset_sub['Review_Sentence']:
x= word_tokenize(str(x))

tokenized_review = dataset_sub['Clean Review'].apply(lambda x: word_tokenize(x))
tokenized_review

#from nltk.corpus tmport stopwords

import spacy

from spacy.lang.en.stop_words import STOP_WORDS
stop_words = 1ist{STOP_WORDS)

print(stop_words)

# Remove stop words
tokens_without_stop = [word for word in tokenized_review if word not in stop_words)
tokens_without_stop

dataset_sub.head()

# individual words constidered as tokens
tokenized_rev = dataset_sub['Clean Review'].apply(lambda x: str(x).split())
tokenized _rev.head()

¢ stem the words
from nltk.stem.porter import PorterStemmer
stemmer = PorterStemmer()

tokenized_rev = tokenized rev.apply(lambda sentence: [stemmer.stem(word) for word in sentence])
tokenized_rev.head()

Figure 20: Sample code of Pre-processing
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After the complete pre-processing, the cleaned tokenized review is generated, and the pre-
processed dataset is saved as a CSV file to be used for the training phase. The difference

between the original review sentence, cleaned review and tokenized review is shown in

Figure 21 below.
Brand nemName Title Review_Sentence Clean Review Cleansd_Tokenized Review
Toey Colcrtiotk  Grext Pop s e ke the standout coloes ana color 1 ¢ .
Burch Faphn Tunk: of Cofor BE Ihe Sancout Colors and 0ok tlocking blocking HE2 Ihe STANCOLE COtor Ana Color Diock
Tosy Colorpiock  Great Pop g
Bureh Pogiin Tune - of Cuc.: INES 1S 3 gread spring st this Is 3 great sprng shirt hi &5 2 great speng sfant
Toey Colordlock  Great Pap & St = % 3 ek ~ Snh e G

Buch  Bopin Tumt of Cokoe 8 D 200 TNICK O 18438 SUMMErs 2 DI 100 thick for 1€XES SUMMers 2 Bt 500 Thick for 18Xa summer
Tory Colordlock  Great Pop  something | wouid wear at the baach when something | woukc wear 31 the beach  someth | wookc wear 3t the boach when it 5 58l 3

Burch Popin Tunc of Cotor it's st 3 Dt cool out when £ s still & O coot out bt Cool Qut
Tory Colordlock  Great Pop 3 i &

Burch  Pagin Tunk of Cotor TONS. NONe realy CONS None seally £o0 none reall
Toey Colortiock  Greaet Pop K " e | mary have dought If it weee not 50 e £ .

Burch  Fopin Tunic of Cokor | may have bougnt ¥ it were not S0 tnght | may have bought I 1t were not 5o brgt
Toey Coloriock  Great Pop % A 3

Buch  Popiin Tunkc of Color 1t stands out quiie 3 bt 1t stands out quite 2 ot it stand okt qui a bt
Teey Colomiox  Great Pap . . X - WOUKIN | De atie 10 'weas that many K

Burch Poptn Tune of Ooloe WOLETN'T be abie 10 woar that many mes e woukin t be abl o wear that manl yme
Toey ¢ Funang NS Was a great shirl | 1hat receswved 50 matny. 118 w2 3 great shirt | that recenved 50 1hi wix 3 great shirt 1 Nl rece S0 mani

Burch Pophn Tune  spaited jop comphments an due to the bold colors and many comphments o oue 1o the bold  compiment on doe to the bold color ang style of
. \ style of the shirt cokors 8ne style of the shint the shint
Tory Colortlock  Funand | parod 1 with joan capes one day and shot. | ‘“ﬁ',:g;ﬁ,ﬁ‘?&iﬁ:ﬁ :’:,: | pAF 11 with jean capn one day and Short jean

Burch Popin TN spinted 0p j2an cutoffs ancthar time with neets L neels QRO anoth time witn heel

Figure 21: Cleaned Reviews vs. Cleaned Tokenized Review

3.9.6

Implementation Aspect Extraction

The aspect-based sentiment analysis module is carried out in two stages: aspect extraction and
sentiment classification. Since an unlabelled dataset is used to train the aspect extraction
model, an unsupervised approach called topic modelling is used with Latent Dirichlet
Allocation (LDA) is used to extract the aspects.
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Figure 22: Top Ten Topics with Similarity Scores
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Since the machine cannot understand the raw texts, it needs to be converted to a vector form
using word embedding techniques. CountVectorizer, TF-IDF Vectorizer word embedding
methods are used to extract topic keywords.

Only the first ten topics that are mostly distributed among the reviews are taken into
consideration and each doc that is the review phrases are allocated with the dominant topic it

is talking about.

Figure 22 shows the similarity score of each doc and the relevant topic identified. The topic
that has the higher similarity score is selected as the dominant topic for the doc (review
phrase).

3.9.7 Implementation of Sentiment Classification
After extracting the aspects, sentiment for each review is classified using a hybrid approach

combining both the unsupervised and supervised approaches.

Initially, the sentiment is classified using the unsupervised technique to make the dataset

ready for the supervised approach.

Based on reference given in Figure 23 for the sentiment polarity, if the score is greater than 0
the sentiment is considered as positive, if less than 0 sentiments are considered as negative

and if the score is equal to 0, then the sentiment is neutral.

def getAnalysis(score):
if score < @:
return 'Negative'
elif score ==
return 'Neutral’
else:
return 'Positive’

Figure 23: Reference Code for Sentiment Classification

Depending on that reference, TextBlob is used to get the sentiment subjectivity and the
sentiment polarity scores for each review phrase. The sample records given in Figure 24,
shows the assigned aspect and the sentiment class based on the sentiment polarity score.
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Figure 24: Assigned Aspect with its Sentiment Polarity

3.9.8 Implementation of Personalized Recommendation

As discussed in the proposed model, the results from the aspect-based opinion mining model
can be used to enhance the personalized recommendation system. The items that showed
positive sentiments are only selected to build content-based and collaborative filtering

recommendations.

Content-based is where the products which are similar to the products liked by the customer
in past are suggested and collaborative filtering is where suggestions are based on the

products liked by similar minded people.

The proposed model suggests building a hybrid approach to provide personalized
recommendations enhanced with sentiment analysis. Therefore, the item list from the previous
models of collaborative and content-based filtering methods are combined using a weighted

score and the top ten of the results list is get suggested to the user.
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3.9.9 Implementation of Intelligent Customer Insight
Finally, considering both the sentiment analysis and personalized suggestion results intelligent
customer and product insight can be produced. Exploratory Data Analysis (EDA) is carried

out on the results to identify customer, product and brand insight.

The matplotlib library supported by python is used to visualize the positive and negative
words that are frequently used by the customers in the reviews. In addition, EDA is used to

identify popular, unpopular products, important aspects of the items and insight on brands.

In the intelligent customer insight module, the analysis results from EDA are saved as Google
excel files and connected to the Google Data Visualization platform in order to generate have

advertising and marketing campaigns.

3.9.10 Implementation of AR Virtual Dressing Room
The proposed study implements an Augmented Reality (AR) virtual dressing room along with
the sentiment analysis and personalized recommendation system. Unity3D platform is used to

develop the AR dressing application using ARFoundation and ARK:it tools.

Unity3D platform with Vuforia engine is used to enable augmented reality features. A human
object is detected automatically since ARFoundation is used. The targets are the 2D images of

the cloths which get added to the unity scene over the Vuforia engine.

An AR camera is added to the application to make the target embeds over the human virtual
scene when the camera is opened on the mobile device. Initially, ARKit is added from the XR
plugin management, and the AR scene is built by allowing one AR camera game object.

ARRaycastManager and ARPlaneManager are used to access the ground plane feature of
Vuforia with ARFoundation.

3.10 Overview of the Proposed System

The research work delivers a web application and mobile application that can be accessed
from mobile phones. Figure 25 shows the overview of the proposed system. The customer
needs to register themselves using the mobile application. While registering, the user’s
personal data are getting collected. Once they successfully register with the system, users can
input their requirements as text. The user preference is identified by investigating the input

text by means of Natural Language Processing (NLP) techniques.
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The system lists down the items matching the requirement depending on their preferences,

personal factors, and aspect-based opinions.

Reviews [Aspect-Based Opinion Mining)

I Input [ Text mining/ NLP) v R
egister
Personalized Suggestions ¢
. Virtually Outfit (A%) — Add Items
-_—
- Order Online (
_. Customer insight
Mobile App Wel}App

I Share on Social Media 4

Personalized Promolions

I Add to favorites 4

Figure 25: Overview of the Proposed Real-Time System

The user can select an item and see all the details, available colours, sizes, and prices. If the
customer wishes to fit on clothes or accessories which they are going to buy, the system
virtually enables the customers to outfit. Augmented Reality (AR) techniques are used to
provide virtual fitting room and take the correct body measurements of the customer. When a
customer confirms the order, the details get transferred from the mobile application to the web

application.

The merchants need to register their stores with the system using the web application. Once
they successfully registered, the stores can add their items (clothes and accessories). The
required fields and specifications for images will be provided through the system, which
enables the utilisation of Augmented Reality (AR).

As part of the implementation, the actual system proposed by the study is also built. As
discussed above the final system includes a web application for the merchants to perform
sentiment analysis for any given reviews and get the customer, product and brand insight. The

web application is connected to Google360 to enable targeting and marketing campaigns.

A sample interface that shows product insight from the actual web application is depicted in
Figure 26. All the interfaces of the insight generation are attached in Appendix A for

reference.

71



Product Sentiment Analysis

Figure 26: Web Application Interface displaying Product Insight

In addition to the web application, the users (customers) of the system can use the built
mobile application to receive personalized suggestions and try augmented reality virtual

dressing room application. Figure 27 shows the interfaces of the mobile application built.

. 4

Shopping Assistant

App makes your Shopping Easer!

Pefia Dat Wiag Biouse

Figure 27: Developed Mobile Application Interfaces

3.11 Summary

In this chapter, a novel approach to solve the identified problem is proposed. The proposed
works solve the research problem by covering four research areas: Aspect-based opinion
mining, personalized recommendation, intelligent customer insight generation and AR virtual
dressing room. The architecture of the system and the technologies and algorithms adopted to

develop the proposed model is discussed in this chapter in more detail.
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CHAPTER 4
RESULTS AND EVALUATION

4.1 Introduction

In this chapter, the proof of concept and the results obtained from the proposed model have
been discussed initially and then the validity of the proposed approach is evaluated. In
addition, research hypothesis questions, and the evaluation techniques used to test the trained
models are discussed. The performance of each trained model is quantitatively analysed based
on the evaluation metrics identified. The accuracy of the implemented system is tested by

setting up experiments with real users.

4.2 Results of Implementation

There are some interesting facts derived from the results of the implementation. According to
the word frequency in the review phrases, the words like ‘dress’, ‘fit’, ‘size’, and
‘comfortable’ are the most frequent words expressed by the customers. Figure 28 shows the

word cloud generated using Matplotlib representing the word frequencies.

1#?I'Shoulder

dress
flt sweater.¢iyy \/\/ear

flattering

small

definitely worn wasn t

Figure 28: Word Cloud of Text Reviews

From the results obtained, it is clear that customers are more concerned with the size and fit
aspect. The results are further fine-grained to understand the positive and negative reviews
separately. There are words that denote different aspects and categories of cloths are identified

in the word cloud generated for both positive and negative reviews.
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While comparing both the word clouds obtained, it is clear that customers are more concerned
with the size and fit aspect. It strengthens one of the objectives of the research study to

incorporate augmented reality virtual dressing rooms.

As discussed in the proposed design, the aspect extraction module generated the top ten topics
which are most talked about in the reviews by the customers. Those ten topics conclude,
size/fit, experience, quality, likeliness, texture, event/occasion, pairing, colour/fabric, pairing
and outfit.

The total number of items and reviews per topic are listed below in Table 7.

Table 8: Summary Table of Number of Reviews and Items per Aspects

Aspect Number of Items Number of reviews
Details/Color/Fabric 102 1556
Event/Occasion 109 1968
Experience 105 1687
Likeliness 106 1696
Material 105 1397
Outfit 105 1542
Pairing 106 1330
Quality 98 1010
Size/Fit 110 2079
Texture 267 1230

Based on the aspect-sentiment pairs generated from the aspect-based opinion mining model,
the personalized suggestions can be enhanced. Figure 29 shows products suggested based on
the popularity where the products with high positive sentiments are suggested. The popularity
recommendation can also be done for a particular customer depending on their previous

reviews.
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La Petite Robe di Chiara Boni

kate spade new york - Dusk Buds Print
Dress

kate spade new york - Confetti Pop
Smocked Dress

Product

La Petite Robe di Chiara Boni -
Rosmarijn Sheath

Veronica Beard - Amani Dress

o 0 10 150 200 250 o0

Sentiment

Figure 29: Top 10 Products based on Popularity

Another important result is product insight and brand insight. Since the proposed study aims
to utilize sentiment analysis to produce intelligent insight, the product or the brand can be
studied in terms of extracted aspect topics. Figure 30 and Figure 31 shows the top ten topics

for a particular product and brand respectively.

e it [vert/ kT asian | i lreesy Feperence Dot olonTabre Ottt Fuiring

Topic

Figure 30: Top 10 Positive Topics for the product ‘Green Off Shoulder Sweater Dress’
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By having the analysis of these results, the products or the brands with high positive opinions

for a particular aspect, for example, size and fit can be identified.

1000

Size/Fit Event/Occasion  Likeliness Experience Detalls/Color/Fabric Outfit Material

Topic

Figure 31: Top 10 Positive Topics for the brand Victor Alfaro Collective

4.3 Dataset for Evaluation

The dataset used to train is divided into training and test datasets on the ratio of 80:20. The
trained models are evaluated using this test dataset. In addition, the experiment was also
performed on a real dataset to test how well the proposed model works in practice. The
experiments are carried out on a private dataset that provides user reviews, product details and

user details in order to evaluate the proposed model.

The data are extracted from a UK based online clothing store because there is no suitable
dataset available publicly that consist of the required fields of data. The customer reviews for
each product, customer details and product details are extracted using a web scrapping tool

‘Octoparse’.

The users who have published more than 20 item reviews are chosen as seed users. The

reviews written by the seed user are extracted to experiment.
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4.4 Ethics and Consent Process

The satisfaction of the developed system of personalized recommendations and AR virtual
dressing room are evaluated by conducting a survey. The data collected through surveys from
the users are protected with highly confidential and security measures and the consent forms
for the participants are given before their participation. The consent form is given to
participants before the survey is attached in Appendix B.

4.5 Experiment Setup

Different experiments are planned to test each hypothesis question listed below.

1. What are the best aspect extraction and selection approaches for Aspect-Based Opinion
Mining?

2. What is the mechanism to classify sentiment towards aspects in opinion mining to achieve
efficient results?

3. What are the metrics to measure the accuracy and effectiveness of Aspect-Based Opinion
Mining?

4. How sentiment analysis can be incorporated with a personalized recommendation engine
to improve the quality in terms of accuracy compared to other existing approaches.

5. How can an Augmented Reality model increase the overall performance of traditional

online cloth shopping by providing virtual dressing?

The experiments to evaluate each hypothesis are described briefly in the following sections.

4.6 Evaluation Metrics

The performance of the models is evaluated using measures such as accuracy, precision,

recall. The measures are calculated based on the following equations.

TP + TN .
(TP +FP + TN + FN) @

accuracy =

Where, TP — True Positive
TN — True Negative
FP — False Positive

FN — False Negative
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Extracted Aspects N True Aspects

precision = (2)

Extracted Aspects

Extracted Aspects N True Aspects
recall = (3)
True Aspects

2 X recall X precision
F measure = — (4)
recall + precision

The following sections will discuss the evaluation methods and their results in more detail.
The evaluation process is comprised of testing all the following models developed.

e Aspect Extraction Model
e Opinion Extraction and Sentiment Classification Model
e Hybrid Personalized Recommendation

e Augmented Reality Virtual Dressing Room Application

4.7 Evaluation of Aspect Extraction Model

The collected dataset is divided into training and test datasets on the ratio of 80:20. The best
hyper parameters for the proposed model are identified by running cross-validation on the

training dataset.

The performance of the aspect extraction and selection approaches are evaluated by
performing experiments on various combinations of word embedding techniques with a topic

modelling approach using Latent Dirichlet Allocation (LDA).

The proposed model is developed with the Bag of Words (BOW) and TF-IDF word
embedding techniques. The experiments are carried out with other techniques such as
Word2Vec, GloVe, ELMo and FastText.
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4.7.1 Evaluation Results of Aspect Extraction Model
The evaluation tests on the divided test data yielded the following results when performed

with different word embedding techniques.

Table 9: Evaluation Results of Aspect Extraction Model

Word Embedding Technique Accuracy Precision
Bag of Words (BOW) 80% 71%
TF-IDF 92% 78%
Word2Vec 91% 75%
Glove 89% 2%
Elmo 82% 71%
FastText 90% 70%

4.8 Evaluation of Opinion Extraction and Sentiment Classification Model

The performance of the sentiment classification approaches is evaluated by performing
experiments on various combinations of word embedding techniques with different

supervised learning methods.

The proposed model is developed by combining word embedding techniques CountVectorizer
and TF-IDFVectorizer with Logistic Regression and State Vector Machine (SVM). The
experiments are carried out by combining these word embedding techniques with other

supervised learning approaches as follows.

e Naive Bayes
e Random Forest
e Decision Tree

e K-nearest Neighbour
4.8.1 Results of Opinion Extraction and Sentiment Classification Model

The performance of the different methods is evaluated using accuracy, precision, recall and F

Score measures.

79



The evaluation test on the divided test dataset was performed with accuracy as follows with
different supervised models. Figure 32 shows the accuracy of the logistic regression model
with CountVectorizer (92%) and TF-IDF Vectorizer (90%) respectively.

# trainind
model = LogisticRegression()
model.fit(x train, y train)

# training
model = LogisticRegression()
model . fit(x _train, y train)

LogisticRegression() LogisticRegression()

# testing # testing

pred = model.predict(x_test) pred = model.predict(x_test)
accuracy_score(y_test,pred) accuracy score(y test,pred)
@.9217364720269831 @.9879792112583822

Figure 32: Performance of Logistic Regression Model

Figure 33 shows the accuracy of the Support Vector Machine (SVM) regression model with
CountVectorizer (92%) and TF-IDF Vectorizer (91%) respectively.

from sklearn, feature_extraction, text import TfidfVectorizer

bow_vectorizer = TfidfVectorizer(max _df=2.98, min_df=2, max_features=1000, stop_words='engli )
bow = bow_vectorizer.fit_transform{df['Review Sentence'])
model = svm.SW{kernelz"linear", probability=True)

x_train, x_test, y_train, y_test = train_test_split(bow, df['label’], test_size=0.33, random_statez4l)

model.fit{x_train, y_train)
SW{kernel="linear', probability=True)
pred = model,predict(x_test)

accuracy_scorely_test,prad)

8.9161648911533117

model = svm.SVC(kernel="1inear”™, probability=True)

x_train, x_test, y_train, y_test = train_test_split(bow, df['label’'], test_size=8.33, random_state=z42)
model.fit{x train, y train)

SVl (kernel="'linear"’, probsbility=True)

pred = model.predict(x_test)

accuracy_score(y_test,pred)

©.92149143121815656

Figure 33: Performance of SVM model
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The trained model is tested with a new dataset extracted from another UK based online store.

The users who have published more than 20 item reviews are chosen as seed users. The

reviews written by the seed user are extracted to experiment.

The accuracy of the model was observed as in Table 9 given below.

Table 10: Evaluation Results of Sentiment Classification Model

Word Embedding Technique Logistic Support Vector Random Forest
/Supervised Learning Models Regression Machine
CountVectorizer 90% 91% 87%
TF-IDF Vectorizer 89% 92% 89%
Word2Vec 85% 89% 83%

4.9 Evaluation of Personalized Recommendation Model

The experiment is set up with 30 participants to use the developed personalized

recommendation system. A survey is collected to check whether the users are satisfied with

the suggested items.

The accuracy is calculated based on the following equation.

No.of participant agreed

100

Accuracy =

No.of participants disagreed

(5)

In the survey, customers are being asked about their personal details, body measurements, and

their satisfaction with the generated personalized suggestions. The screenshot of the

questionnaire is attached in Appendix C for further reference
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According to the survey results obtained, more than half of the people, that is nearly 56% are
satisfied with the given suggestions. It is assumed this rate will go higher when the sample

size is increased

17 (56.7%)

0(0%)

. 7 (23.3%)
" 6 (20%)
0(0%)
0 -

1 2 3 4 5

Figure 34: Survey Results on Personalized Suggestion Satisfaction

4.10 Evaluation of Augmented Reality Virtual Dressing Room Application

The experiment is set up with 30 participants from different gender groups and different body
sizes to use the Augmented Reality Virtual Dressing Room Application. The accuracy of the
application in body measurements and outfit embedding is measured with the actual body

measurements provided by the user and the readings of the application.

In the survey people of different sizes and ages are selected to try the Augmented Reality
feature. Among all the participants, the people between the age of 25 to 29 and the size of 10

are the majority.

® 1219
® 20-24
® 2529
® 30-35
® 35

"

Figure 35: Age Group of Survey Participants
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When the actual measurements are compared with the application readings, it is concluded
that the developed system achieves 64% of accuracy for the people of size 12 and only 42%
for the people of size 14 and 16 in predicting body measurements of the user. It is clear that

the body type and size affects the effectiveness of the AR virtual dressing application.

According to the feedback given by the users, it can be concluded that the level of satisfaction
with the AR dressing application is neutral. As denoted in Figure 36 most of the participants
selected a rating of 3 on a scale of 1 to 5. This shows that AR virtual dressing room

application needs more concern towards user-friendliness and accuracy.

14 (46.7%)

7 (23.3%)

8 (26.7%)
0(0%)
0] 5

Figure 36: Survey Results on Augmented Reality Dressing Satisfaction

The complete survey results can be found in the Appendix C section.

4,11 Summary

The chapter discussed various evaluation approaches carried out to test the models trained and
the applications built. The experiments on the models were carried out based on two datasets:
the test dataset divided from the original dataset used for training and the new dataset

collected from another UK based online woman clothing store.

The performance of each model is analysed based on the evaluation metrics such as precision,
accuracy, recall and F1 score. The evaluation results proved that the trained models and the

developed application satisfy the research objectives with the appropriate accuracy level.
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CHAPTER 5
CONCLUSION AND FUTURE WORK

5.1 Conclusion

In today’s digital world, the web stores a numerous volume of opinionated information from
people all around the world. This makes it very difficult to manually analyse the user opinions
towards products or services. Even though there were some markable early works on
sentiment analysis, opinion mining at aspects level motivates many researchers in recent times

heavily.

In the context of sentiment analysis, the majority of the proposed works are based on opinion
mining at document and sentence levels. Aspect based opinion mining provides more
meaning for reviews by considering each aspect individually. The concept of aspect level
sentiment analysis enables new thoughts and approaches that can be used in any potential

domain.

This research study proposed a novel approach for aspect extraction and sentiment
classification along with how a personalized recommender system can be enhanced with
sentiment analysis. In this thesis, all the steps in the proposed approach are explained with

design and implementation.

The primary objective of this research is to extract aspects and form aspect-sentiment pairs
with improved accuracy and performance. The development of an aspect-based opinion

mining novel approach is one of the significant contributions of the research study.

In addition, the study also focused on enhancing personalized suggestions systems with
sentiment analysis. The results from the aspect-based opinion mining and personalized
suggestions are utilized to make value for businesses. The research showed how these insights

can be analysed to perform targeted advertising and marketing campaigns.

A hybrid approach comprising both unsupervised and supervised techniques was proposed as
a novel approach for the research problem identified. For performance evaluation, different
word embedding techniques are combined with the sentiment classification and tested on

multiple datasets.

In all of the experiments, it is found that the recommended aspect-level method is always a

few steps ahead. With an average accuracy of 92%, it definitely displays very promising
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outcomes. This experiment yields excellent results, demonstrating that the proposed method

is suitable for both aspect extraction and sentiment classification.

5.2 Future Work

The current system developed is only supported for the English language to perform aspect
level opinion mining. To make the system support multilingual, lexical resources like POS
taggers, dependency parsers are required for other languages. The development of lexical

databases for other languages are considered a future work

Since user written texts are used in opinion mining tasks, there may be syntactical or
grammatical errors or users may provide sentences with sarcasm and internet slang. These
kinds of errors and texts cause a serious issue in accuracy and performance. This can be

limited by implementing a text filter to avoid these sample texts.

Even though the proposed study implements a real system as a proof-of-concept prototype,

the study can further expand by considering real-time data in different cross domains.
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APPENDICES

Appendix A: Web Application Interfaces

Product Sentiment Analysis

Customer Sentiment Analysis

Customer Insight

Popular Products

Bacord e

Figure Al: Screenshot of Web Application providing Insights
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Screenshot of Brand Insight Interface




Appendix B: Ethics & Consent Form

PARTICIPANT CONSENT FORM

Name of the study: Aspect-Based Opinion Mining on Fashion & Clothing
Purpose of the study: Find fashion and clothing that fits the user requirement and opinion
Researcher: Keerthiga Rajenthiram

Supervisor: Dr. M.G.N.A.S. Fernando

1. | confirm that | have read and understand the information sheet dated
20.12.2020 concerning participation in experimental studies conducted in the Aspect-Based
Opinion Mining on Fashion & Clothing have had the opportunity to ask questions, and have had
satisfactory answers to any questions. Yes No

2. | understand that my participation is voluntary and that | am free to withdraw at any time,
without giving any reason, and without any adverse consequences. Yes No

3. | understand that the information | provide in questionnaires may be looked at by
responsible individuals running the experiments. | give permission for these individuals to have
access to the information provided for the research project (thesis), and to store anonymised
data for further analysis and academic publishing. Yes No

4. | understand that this project has been reviewed by, and received ethics clearance through,
the Imagineering Institute Research Ethics Committee, and understand how to raise a concern
and make a complaint. Yes No

5. 1 agree to participate in this study.

Name of Participant Signature Date

Researcher Signature Date

Figure B1: Participants Consent Form



Appendix C: Survey Questionnaire & Results
... 7

Shopping Assistant Survey: A Fashion
Suggesting Intelligent System

This survey is carried out to collect the user feedbacks on the system build as a outcome of
the research study namely "Shopping Assistant: A Fashion Suggesting Intelligent System
using Matural Language Processing: An Aspect Based Opinion Mining Approach”. The
information that you provide in this survey will be strictly confidential. Thank you for
participation.

@ keerthiha95@gmail.com (not shared) Switch account Y

* Required

What is your name?

Your answer

Select your age group *

() 1819
() 20-24
() 2529

() a3o-3s

[: :] =35

Select a Clothing Category *

Figure C1: Screenshot of Questionnaire Survey
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What is your size?’

What is the type of your shape? *

What is your height? (In cm) *

Your answer

What is your weight? *

YoUr answer

What is your Bust Size?

YoUr answer

What is the model of the mobile used for?

YoUr answer

Figure C2: Screenshot of Questionnaire Survey



Rate the level of satisfaction *

Any Comments

Your answer

Figure C3: Screenshot of Questionnaire Survey

Select a Clothing Category

30 responses
® Gowns
@ Party
© Night Out
@® Wedding
® Work

® Active Wear
@ Jumpsuits
@ Blouses

Figure C4: Charts on Survery Results
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Select your age group
30 responses

® 18-19
@ 20-24
® 25-29
® 30-35
® 35

What is the type of your shape?

30 responses

@® HOURGLASS
@ PEAR

® FULL BUST
® PETITE

@ APPLE

@ ATHLETIC

What is your size?

30 responses

®s
® 10
® 14
® 16

Figure C5: Charts on Survery Results

VI




What is your height? (In cm)

30 responses

2(6.7%)

2(6.72(6.7%)

2(6.7%)

1 (3.3 (3.3%) 1 (3.3%{3.3%) 1(3.3(3.31(3.3%.(3.3%) 1(3.3:(3.3%)

124 134 138 148 152 158 159 162 165 168

What is your weight?

30 responses

3 (10%)

2(6.7%) 2(6.7%) 2(6,7%)2 (6,.7%) 2(B.7%)2 (6.7%)

N

1(3.3%)1 (3.3%)

40 45 52 54 56 60 67

What is your Bust Size?

29 responses

4 (13.8%)
4 3 (10.3%)
2(6.9%)

2(6.9%) 2(6.9%) 2(6.9%) 2(6.9%) 2(6.9%)

N

1(3.4%) 1(34%) 1(3.4%)

288 308 328 32C 32D 34A 348 34D 368 36C 36D 3aC

Figure C6: Charts on Survery Results
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