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ABSTRACT 

The fast-growing retail industry amidst the current pandemic is eCommerce. It is becoming popular 

due to emerging information technologies, rapid growth, and the high adapting rate of e-banking 

services. In addition, benefits such as low cost, flexibility, speed in the buying process, availability 

of comprehensive descriptions of products, convenience due to no geographical limitations, 

availability of reviews, etc., are a few psychological factors that impact the consumer behavior 

towards eCommerce. Furthermore, millions of products are available in retail e-commerce, and 

users post reviews every minute. Therefore, customer reviews and ratings are crucial factors 

nowadays, and it affects the customer's buying behavior.   

Those reviews ultimately increase   sales by giving the consumers the information they need to 

choose to buy the product. People are             always more eager to purchase products that others have 

already recommended. However, due to a large number of products and customer reviews 

available, it has become tedious to understand the actual quality of the product. Therefore, it is 

tough to make a good choice whether to buy the products. Hence, it is vital to analyze the customer 

ratings, reviews, and recommendations to assist consumers' decision-making process. 

In order to derive valuable insights from a large set of reviews with ratings, this study has been 

conducted using four supervised machine learning techniques, Linear SVC, Decision Tree, K-

Nearest Neighbor(KNN), and Naive Bayes on fashion products from Amazon. Exploratory data 

analysis was applied to the dataset containing more than 10,000 records and 16 attributes for 

feature selection and handling missing values. Customer reviews were pre-processed using natural 

language processing techniques and classified data into three classes called Good, Moderate, and 

Not Recommended product based on rating score and reviews. The pre-processed data set is 

divided into training and testing, and the model was trained using different algorithms. The detailed 

output is generated using a confusion matrix and a classification report. The accuracies and 

prediction time have then been compared to identify the best fit.  

 

The results showed that the Linear SVC approach performed better than other algorithms. 

Accuracy, precision, recall, F1-score, and confusion matrix are used as performance measures. The 

KNN algorithm was applied against different k values and observed that the K-Nearest Neighbor 
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algorithm classifier was further improved when the value of k was increased. Several statistical 

analyses such as Pearson correlation, OLS regression, etc. was carried out on the attributes, rating, 

number of reviews, and price to identify their relationships and impact. Based on the study, most 

popular product categories, manufacturers, and products were identified. Hence, these statistics and 

findings would help sellers, marketers to make better decisions to improve their revenue. 
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

The fast-growing retail industry amidst the current pandemic is eCommerce. Electronic commerce 

is defined as buying and selling goods and services over the internet. Due to the massive usage of 

the internet, marketers, and customers are highly influenced through eCommerce, and it is yet 

another way of boosting business practices. Mitra Abhijit (2013) suggests that e-Commerce has 

unleashed another revolution, changing how businesses buy and sell products and services (Mitra, 

2013). In addition to that, with the current COVID pandemic, people tend to use eCommerce to 

get their daily needs done. As a result, businesses tend to sell their products through eCommerce, 

which is a trend for almost every product. Business-to-Business (B2B), Business-to-Consumer 

(B2C), Business-to-Government (B2G), Consumer-to-Consumer (C2C), and Mobile Commerce 

(m-commerce) are the main types of e-commerce. 

Benefits such as low cost, flexibility, speed in the buying process, availability of comprehensive 

description of products, convenience due to no geographical limitations, availability of reviews, 

etc., are a few psychological factors that impact the behavior of consumers towards eCommerce. 

On the other end, the producers can reap many benefits due to the ability to analyze consumer 

behavior that is not possible in physical stores. However, perceived risks such as financial loss due 

to product performance, quality, delivery issues, and psychological factors like trust and security 

are a few concerns in eCommerce (Moshref et al., 2012). Therefore, these risks and psychological 

factors play a more significant impact on determining consumer behavior towards eCommerce. In 

that regard, customer reviews and ratings are crucial as the customers look into these in prior 

buying through these sites (Hinckley, 2015).  

Customer reviews and ratings are very crucial factors affecting online shopping (Hinckley, 2015). 

Every day millions of reviews are posted for different products. Those reviews ultimately increase 

sales by giving the consumers the information, they need to choose to buy the product. People are 

always more eager to purchase products that others have already recommended. At present, retail 

e-commerce sales are increasing (statistica, 2021), and many new products are introduced daily. 

Therefore, customers have to rely on product reviews to make up their minds to make better 

purchase decisions. So it is vital to analyze ratings and reviews. It can also help businesses extend 
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sales, and improve the product by understanding customer needs, reducing the risks due to 

financial losses. 

Every day millions of reviews are posted by the buyers of the product. Positive reviews give the 

consumer confidence in buying the relevant product.  People are always more eager to purchase 

products that others have already recommended. At present, retail e-commerce sales are increasing 

(statistica, 2021), and as a result, many new businesses emerge, introducing various products daily 

into the online market. Hence, customers rely on product reviews to make up their minds to make 

better purchase decisions. Therefore, it is vital to analyze ratings and reviews to better options for 

consumers to make actionable decisions. It can also help businesses build trust in consumers, 

thereby improving product quality and extending sales with a better understanding of customer 

reviews. This, in turn, will cater towards reducing the risks of business failures and financial losses. 

Lack of customer service is one limitation in retail e-commerce. Hence, assisting the customers in 

finding the right product is a significant issue. Analyzing the product reviews posted by thousands 

of consumers on a specific product can be helpful in one way to support customer service. The 

proposed study was conducted to analyze the feasibility of recommending the products for 

consumers and future buyers. This was done by analyzing online reviews, ratings, prices, and other 

features important in making consumer decisions when purchasing the products.  In return, the 

business can be increasing online sales by attracting more customers. For this study, Amazon, one 

of the most popular e-commerce sites that people use every day for online purchases, is being used.  

1.2 Motivation 

At present, product reviews and ratings play an essential role in the growth of e-commerce. 

Consumers post positive as well as negative reviews and rate the products accordingly. A customer 

buying a specific product usually goes through consumer reviews before purchasing the product. 

However, going through the massive amount of consumer reviews is not an easy task. Customer 

reviews and ratings are also essential to identify the market reactions to a specific product. As e-

commerce continues to grow, businesses should survive in the new economic world by properly 

balancing business practices and information technologies.  

There are several factors behind the rapid growth of eCommerce, such as the increase of dynamic 

business relations, the elimination of price differences, the need to cooperate in new product 

development (Bell, 2021). In addition, the increasing use of information technologies and the 

widespread of e-banking increased the use of e-commerce. Apart from that, the recent pandemic 
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has created a vast impact on eCommerce. Many, even those used only for physical stores, are 

currently adapting and converting to such technologies.  

Although the companies like Amazon, Walmart are not involved in physical assets, their 

commercial activities are in the electronic environment. However, with the current context to 

sustain retail eCommerce, they need more competitive features to attract more consumers. 

Therefore, ratings and reviews have a direct impact on their businesses and increase sales. As for 

consumers, reviews and ratings provide recommendations and help them make decisions about 

products. On the other end, reviews assist online retailers by providing critical feedback about their 

products. In addition to that, going through the feedback, the producers can increase the product 

quality and other features to attract more consumers. Furthermore, they can also adjust the product 

prices to meet customer needs and increase their sales. 

The advantages and benefits in customer feedback and identifying the feature required the retail 

eCommerce to sustain more consumers motivated to analyze the customer reviews and feedback 

further. For this study the Amazon fashion products dataset was selected due to Amazon is one of 

the giant retail companies available in the world and most customers around the world access this 

site to purchase products. So this dataset provides more accurate data to get the most accurate 

results. Also this dataset contains data related to amazon fashion products like toys, accessories 

etc. Since researchers were not much focused on this area, this study also will be help to get an 

idea about customer preferences related to these kind of fashion products. 

1.3 Objectives 

This study aims to recommend products based on customer ratings and reviews and identify other 

features’ impact on the recommendations. Therefore, the sub-objectives below were determined 

to achieve the main objective stated above. 

 Recommend products by analyzing customer reviews and ratings: 

Analyze customer ratings/reviews and identify proper classification to recommend 

products. 

 

 Identify the most popular products, product categories, and manufacturers which directly 

impact customers’ or marketers’ decisions. 
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 Identify the relationship between product prices, customer reviews and ratings to analyze 

whether there is a correlation between product price and ratings.  

1.4 Scope of the study 

Fashion products in Amazon are more in demand by the customers. Because Amazon, is one of 

the World’s top fashion retailer, is in a place to grab even more market share (Forbes, 2021). 

Hence, this study analyzed the fashion products dataset on Amazon to recommend products based 

on customer reviews and ratings. In addition to that, this study identified the best products, product 

categories, and manufacturers and got an idea about how product price affects the ratings/reviews. 

The data analysis was done using the different machine learning classification algorithms like 

Naïve Bayes, Linear SVC, and Decision Tree. In addition to that, several statistical techniques 

were used to achieve the objectives mentioned above.  

Python in Spyder (anaconda distribution), one of the most popular programming languages in 

machine learning and data science, was used to train different machine learning algorithms. In 

addition, some available python libraries like NLTK, Sklearn, Pandas, and Matplot are used in this 

study to analyze data. 

The dataset is pre-crawled to select a subset of a more extensive dataset (more than 7 million 

fashion products) by extracting data from Amazon. There are sixteen features in the dataset. The 

data set consists of more than 10000 records of fashion products and each record contains sixteen 

features, as mentioned in Table 1. 
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Table 1: Features of the dataset 

Feature Type 

uniq_id String 

product_name String 

manufacturer String 

price String 

number_available_in_stock String 

            number_of_reviews Integer 

number_of_answered_questions Integer 

average_review_rating String 

amazon_category_and_sub_category String 

customers_who_bought_this_item_also_bought String 

Description String 

product_information String 

items_customers_buy_after_viewing_this_item String 

customer_questions_and_answers String 

customer_reviews String 

sellers String 

 

1.5 Structure of the dissertation 

The rest of the thesis is structured as follows: Chapter 2, the Background and related work done in 

this area of research. In this chapter, we analyze the information available in published material 

like research papers, URLs, magazine articles and similar. 

Chapter 3 is about the Methodology. This is followed by the systematic approach to solve the 

problem. In here we explained about the environment, data preprocessing, labeling under 

exploratory data analysis and model building.  

Chapter 4 shows the overall design of the project and detailed explanation of steps taken for 

classification task. Chapter 5 contains the approach and proposed implementation part of this 
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project describing every step taken to achieve them through code snippets. Chapter 6 is about 

results and discussions of the study. This chapter presents the findings and the evaluation of the 

research and include results obtained and critical evaluation of the research work. 

 Finally, the findings and possible future research work are discussed in Chapter Seven. This 

chapter summarizes the work, discusses its findings and contributions, points out limitations of the 

current work, and also outlines directions for future research. 

 

  



7 
 

CHAPTER 2 

 BACKGROUND AND RELATED WORK 

This chapter presents various techniques and methods used by various researchers in review and 

rating classification. Past literature was analyzed in this section to identify the previous studies 

conducted classifying user reviews. Moreover, the possibility of using machine learning 

approaches to classifying reviews and ratings will also be discussed in detail. 

2.1 Analysis of reviews and ratings 

ECommerce is more prevalent among people in the current context. Buying and selling nature 

through eCommerce has shown rapid growth during the last few years. According to the literature, 

based on the studies conducted to analyze the online product buying behavior of consumers 

indicated that customer reviews have a significant impact on customer reviews. Nowadays, to meet 

the competition, eCommerce websites allow customers to leave their opinions on various aspects. 

Most people who buy products through eCommerce tend to leave customer reviews and comments 

by all means. The product quality, delivery time, merchant's nature of the response, etc., are a few 

different types of comments left by the users.  

On the other end, online customer reviews create new avenues in marketing as well as in 

communication. In the current context, everyone is eager to read online customer reviews. These 

reviews can drastically impact the people who search and buy the products. Studies show that 91% 

of people read customer reviews, and around 84% trust these customer reviews (Inc.com,2021). 

In addition, customers always search for more reviews to rely on before buying a product. Another 

study found that customers expect at least 40 reviews to rely on the star rating (15 Online Review 

Stats Every Marketer Should Know, 2021). Therefore, online customer reviews and ratings are 

essential for retail eCommerce to grow in different aspects. Online customer reviews and ratings 

act for customers as a way of trust-building and to aid consumer decision-making. On the other 

end, the retailers can use those reviews to help drive sales, build trust between customers, enable 

problem-solving, and aid consumer decision-making. 

Millions of review comments are being generated day by day. Therefore, it is difficult for retailers 

and product manufacturers to go through all these customer reviews of their products. Similarly, 

customers find it challenging to filter out the reviews when they are going to buy products. Thus, 
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it is crucial to analyze customer reviews, ratings, and features that affect reviews and ratings (E.g.: 

price) to identify valuable information from a large data set.  

Machine learning and classification techniques have been heavily used in analyzing customer 

reviews while categorizing them into several groups or classes. For example, sentiment 

classification has been used in various fields to analyze movie reviews, travel destination reviews, 

and product reviews (Ye et al. 2009).  

2.2 Related Work 

This section presents several research studies conducted in analyzing user comments, ratings, and 

other associated factors in decision making. Due to the importance of online customer reviews, 

analysis of reviews and ratings has gained much attention recently.Before purchasing an online 

product or service, consumer predicts different types of perceived risks such as financial risk (loss 

of money), product risk (quality of the product as seen on the website), and non-delivery risk 

(Moshref et al. 2012). Amidst the risk, this study shows the possibility of searching for products 

and information 24 hours a day, and the availability of a wide selection of products are the main 

benefits. Hence the popularity of online shopping businesses increases every year (Ariff et al. 

2013).  Several other factors such as convenience, ease of use, low cost, time-saving, availability 

of various online products and brands compared to physical shops (Adnan, 2014) play a significant 

role in the popularity of e-commerce websites. According to Yoruk, Online shopping is the third 

most common use of the internet after web surfing and email use (Yoruk et al. 2011).  

 

A survey (Hinckley, 2015) showed that 67.7% of consumers are effectively influenced by online 

reviews when making their purchase decisions. Also, another study says that looking and 

comparing text reviews can be frustrating for users as they feel submerged with information (Ganu, 

Elhada & Marian, 2009). Reviews on Amazon are provided not only for the product but also for 

the customer services. If users get clear bifurcation about product reviews and service reviews, it 

will be easier to decide on products (Aashutosh Bhatt et al.2015). Several techniques ranging from 

simple neural networks to more complex machine learning techniques have been used to classify 

customer reviews.  

 

Using SVM and Naive Bayes classifiers, Pang, Lee, and Vaithyanathan (2002) tried to classify 

movie reviews into two classes, positive and negative. In terms of accuracy, all techniques showed 
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quite good results. In a recent survey that was conducted by Ye et al. (2009), three supervised 

machine learning algorithms, Naive Bayes, SVM, and N-gram model, have been used to analyze 

the online reviews gathered on different travel destinations in the world. In this research work, 

they found that well-trained machine learning algorithms perform very well for the classification 

of travel destination reviews in terms of accuracy. The authors J. Liu et al. used decision trees to 

classify high or low informative opinion phrases extracted from restaurant reviews (Liu, Seneff 

and Zue, 2012). 

Many research works show that Naıve Bayes and SVM classifiers are the two most used 

approaches in classifying customer reviews (Joachims 1998; Pang et al. 2002; Ye et al. 2009). A 

survey study done by Karrupusamy, P. et al. (2020) classified the machine learning techniques 

used for analyzing the customer reviews into three categories; opinion mining/sentiment analysis 

for review helpfulness and rating prediction, Bias, spam and fake review detection, and 

collaborative filtering for recommendation system. According to that study, most of the existing 

approaches used supervised learning to classify customer reviews.  Naïve Bayesian classifier is 

used heavily, and in some studies, performance issues were reported due to the large volume of 

data. In that regard, deep learning techniques can significantly impact the accuracy and 

performance of mining customer reviews.  

The proposed study was conducted on the customer reviews for fashion products of the Amazon 

website. This dataset contains fashion products such as accessories, toys, etc., and hence the 

researchers provided not much attention. However, manufacturers of such products need to think 

of different ways to increase sales and motivate consumers to buy such products in the current 

context. Hence, the fashion products dataset of the Amazon website was selected in this study, and 

several machine learning techniques such as Naïve Bayesian classifier, Decision Tree, K nearest 

neighbor, and Linear SVC were used on the large dataset. The labeled data used in this study can 

accelerate many machine learning techniques to identify useful information from the dataset. 

 

2.3 Natural Language Processing 

Natural language processing is the most widely used area of computer science in which machine 

learning and computational linguistics are broadly used (Jain, Kulkarni and Shah, 2018). it is used 

in fields like machine translation speech recognition and text processing. The most of user 

generated text is in unstructured form. This huge amount of unstructured data has led to the 

creation of a collection of methods for computers to process content and understand text 
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(Veluchamy, Nguyen, L. Diop and Iqbal, 2021). This collection is known to natural language 

processing. In this study, we used Python libraries for processed and analyze textual data, such as 

Natural Language Toolkit (NLTK) which provides more than 50 collections of text and lexical 

resources and many necessary methods. 

2.4 Machine Learning 

Machine Learning is the process where machines can learn hidden patterns/trends from data and 

make predictions. Nowadays Machine Learning is widely used for various types of real time use 

cases. Classification and Regression are main tasks that are done in machine learning. 

Classification is a task where predictive models are trained to classify data into different classes. 

Regression is a task where models are built to predict continuous variables. Collecting data, 

prepare data, model selection, train machine model, evaluation and prediction are the steps involve 

for machine learning model development as shown in Figure 1. 

 

                          

 

Figure 1: Steps for machine learning model development 

 

This study is mainly focused on classification task. Because classification is the most widely used 

machine learning technique for classify reviews and ratings. This analysis mainly involves two 

steps. The first step is to learned the patterns from the training data, and the second step is to use 
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the learned pattern to identify new data (Jayashri Khairnar & Mayura Kinikar 2013). There are 

three main categories of machine learning.  

a) Supervised Learning: In supervised learning training data should be labeled. If the classifier gets 

more labeled data, the accuracy of the result will be high. The aim of this method is that algorithm 

can correctly predict the output of new input data. If the system is provided with unlabeled data; it 

can either offer a false positive or a false, negative (Padraig Cunningham et al.2008).  

b) Unsupervised Learning: In unsupervised learning, the model is trained with unlabeled data. This 

implies that common trends will be identified in the data to assess the performance without the 

right answers. Unsupervised learning challenges require clustering, one of the most significant 

approaches.  

 

c) Semi-supervised Learning: In this type of learning, the dataset contains both labeled and 

unlabeled data. It has the benefit of both supervised and unsupervised learning. This is helpful 

because it is possible to gather data quickly, but labeling can take time and cost. The idea is to 

work on sparse datasets with the same accuracy of supervised learning techniques (Sebastian 

2014). 

 

Naïve Bayes, Linear SVC, Decision Tree and K-Nearest Neighbor are some of available 

classification algorithms used for this study. 

 

2.4.1 Naïve Bayes 

Naive Bayes is one of the powerful machine learning techniques. It is a simple classification 

algorithm. This classifier is based on Bayes theorem and relies on the assumption that the features 

are mutually independent. In spite of the fact that this assumption is not true, Naive Bayes 

classifiers have proved to perform surprisingly well (Rish 2001).  

 

Bayes Theorem: 
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We can find the probability of happening A,given that B has occurred using this Bayes 

theorem.Here A is the hypothesis and B is the evidence.The assumption made here is that presence 

of one paticula feature doesn’t affect the other.Therefore this is the called Naïve. 

 

2.4.2 Decision Tree  

 

A Decision Tree is a supervised learning algorithm that can be used for both classification and 

regression problems. Most of the time, it is used for solving classification problems. It is a tree-

structured machine learning classifier. Internal nodes of the tree represent the features of a dataset. 

Branches represent the decision rules and each leaf node represents the output. There are two nodes 

in a decision tree, which are the Decision Node and Leaf Node. Decision nodes are used to make 

any decision and have multiple branches. Leaf nodes are the output of those decisions. The 

decisions are performed on the basis of features of the dataset. It is a graphical representation for 

getting all the possible outcomes to a problem based on given conditions as shown in Figure 2. It 

is called a decision tree because it is similar to a tree, it starts with the root node, which expands 

on further branches and builds a tree-like structure. 

 

                                 

 

 

Figure 2: Decision Tree 
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2.4.3 Linear SVC (Support Vector Classifier) 

 

Support Vector Classifier is a supervised learning method that can be used for classifying 

sentiments (Cristianini & ShaweTaylor 2000). The purpose of the Linear SVC is to fit to the data 

you provide and returning the best fit hyperplane that divides the data as shown in Figure 3. After 

getting the hyperplane, then can feed some features to the classifier to identify predicted class. 

                                              

                                             Figure 3: Hyperplane that divided the data 

               

2.4.4 K- Nearest Neighbor (KNN)  

The KNN algorithm is used to solve the problems related to classification and regression. It is 

based on supervise learning technique. When new data points come in, the KNN algorithm will 

try to predict that to the nearest of the boundary line. So that, larger k value indicates smother 

curves of separation resulting in less complex models (Figure 4). It’s very essential to have the 

correct k-value when analyzing the dataset to prevent overfitting and under fitting of the dataset. 

There are two properties that define K-NN well. 

 Non-parametric algorithm - That means it does not make any assumption on underlying 

data. This algorithm is also known as  

 Lazy learning algorithm − KNN does not have a specialized training phase and uses all 

the data for training while classification. 
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Figure 4: Separating the two classes with different values of K 

 

2.5 Statistical approach to analysis of features 

There are few statistical analysis methods also plan to use for this study to achieve above 

mentioned objectives. 

2.5.1 Correlation Analysis 

This analysis is used to identify the association between variables. The correlation coefficient 

(Pearson correlation), denoted by r, ranges between -1 and +1. It quantifies the direction and 

strength of the linear association between the two variables. The correlation between two variables 

can be positive or negative (Figure 5). The sign of the correlation coefficient shows the direction 

of the association between variables. The magnitude of the correlation coefficient indicates the 

strength of the association. 
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                                                  Figure 5: Correlation coefficient 

2.5.2 Regression Analysis  

Regression analysis is a set of statistical methods used for the estimation of relationships between 

a dependent variable and one or more independent variables. It can be used to assess the strength 

of the relationship between variables. Also modeling the future relationship between them. There 

are several types of regression analysis available as categorize in Figure 6. 

                               

                                                  Figure 6: Types of Regression Analysis 
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Ordinary least squares (OLS) regression is the one of the statistical methods of analysis. It 

estimates the connections between one or more independent variables and a dependent variable. 

The method estimates the relationship between variables by minimizing the sum of the squares in 

the distinction between the observed and predicted values of the dependent variable configured as 

a straight line. OLS regression discuss in the context of a bivariate model. There is only one 

independent variable (X) predicting a dependent variable (Y).  
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CHAPTER 3 

 METHODOLOGY 

This chapter discusses the methodology adopted in this study and process carried out to achieve 

the goals of this study. More well defined steps require to develop a classification model such as 

data gathering, data preprocessing, feature selection, training and finally testing the classification 

algorithm. 

3.1 Environment 

The model was developed using the Python programming language. Python was preferred over 

other programming languages considering that it is more suitable for data analytics and machine 

learning tasks. The dependencies used with python are Sklearn, Matplotlib, and Nltk. Sklearn 

machine learning algorithms to implement the models in this study. As for the data preprocessing 

and handling, the Numpy, Pandas and Nltk libraries were used. Nltk was used to clean the review 

text used for the study. Lastly, for the data visualization, the matplotlib and seaborn Python 

libraries were used. Anaconda Spyder used as coding environment for this project. Also python is 

used for analyzing correlations and OLS regression. 

3.2 Data Gathering 

In order to get required dataset to achieve this study, fashion product dataset from Amazon were 

used. This is a subset of a bigger dataset that was created by extracting data from amazon and 

contains more than 10,000 records with sixteen attributes as discussed above in the introduction 

chapter. 

3.3 Exploratory Data Analysis (EDA) 

In order to derive some meaningful information, data preprocessing and handling missing values, 

this study conducted EDA on Amazon fashion products dataset. Below Figure 7 describes about 

basic statistical concepts like mean, median, mode, percentiles of available quantitative data on 

data set. 
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                                                   Figure 7: Data Description 

3.3.1 Data Preprocessing & Feature Selection 

For preparing the desired data, a simple code was written in python to remove the useless features. 

The features like number of answered questions, customers who bought this item also bought, 

items customers buy after viewing this item and customers questions and answers were removed 

and not considered for this study due to high number of null values (see Figure 8). Also description, 

information and sellers were not considered since it gives similar information and not supported 

by the development ide. The null values of all other features handled using techniques available in 

python and excel. 

 

 

Figure 8: Null values based on features 
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3.3.2 Data Labeling 

The rating score that is given by the reviewer includes a number of stars on scales of 1 to 5. This 

data set contains the average rating for a particular product. Therefore, reviews that were rated 

more than 4 stars were considered as a Good product and those with less than three stars or equal 

were not recommended or considered as a bad product. Reviews that were rated between 3 to 4 or 

equals to 4 considered as a moderate product. These kinds of review scores usually contain many 

mixed reviews and are hard to be labeled into a recommended or not recommended category 

(Figure 9).  

Multi Class Classification: 

 Good Product – Satisfied by the product 

 Moderate Product – Neutral product 

 Bad Product- Unsatisfied with the product 

 

 

 

 

 

 

Figure 9: Class variations 

3.3.3 Text Pre-processing using NLP methods 

Review comment text is the most unstructured form of all available data in the dataset. Because 

various types of noise are present in it. Therefore, it is hard to analyze without preprocessing. 

Following preprocessing was applied for review comment text (See Figure 10). 

 Tokenize text and removing punctuations - In here, we use a simple program to split the 

sentences into distinct words by splitting them at whitespaces. Removing punctuation 

Amazon Customer Review 

Good Product 

Rating score > 4 

Moderate Product 

3 < Rating score < =4 

Not Recommend 

Rating score < =3 
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means, this is for words that may have several accepted forms, or words with punctuation 

in them. (Ex: don’t, 3D, 3-D, period., period?) 

 Removing words that containing numbers 

 Removing stop words – The words with frequent occurrence in the document are called as 

stop words. It consists of conjunctions, prepositions, articles, and frequently occurring 

words like ‘an’, ‘the’, ‘a’ etc. Stop words are those words that has a little or no meaning in 

the text.so removing them from a sentence is good. Removing stop words from review 

helps to improve performance. 

 Removing empty tokens 

 Removing words with only one letter 

 Lemmatize text - The process of lemmatization is to remove word affixes to get to a 

base/simplest form of the word. 

 

 

Figure 10: Text Processing 
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3.4 Building and Evaluate Model 

The purpose of this model is recommend products based on customer reviews and ratings which 

means predicting a class of the products. Therefore, this study has selected four classification 

algorithms according to the objective. Then divided preprocessed dataset into testing and training 

datasets and applied classification algorithms. Model is trained with the training dataset. Finally 

evaluated model against test dataset. Few evaluation metrics were used to evaluate the 

performance of model as discussed below since this dataset is imbalanced. 

Confusion Matrix: A table showing relation between correct predictions and types of incorrect 

predictions. Confusion Matrix allows to measure Recall, Precision, Accuracy are the metrics to 

measure the performance of the model. 

Table 2: Confusion Matrix 

 Predicted Positive Predictive Negative 

Actual Positive  TP FN 

Actual Negative FP FN 

 

There are four categories of predictions can be encountered for a binary classification as explained 

in Table 2. 

 True Positive (TP): predictions predicted as positive 

 True Negative (TN): predictions predicted as negative 

 False Positive (FP): predictions wrongly predicted as positive  

 False Negative (FN): predictions wrongly predicted as negative (In here predictions 

should be predicted as positive but were predicted as negative)  
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Precision: This shows the exactness. The number of true positives divided by all positive 

predictions. Low precision indicates a high number of false positives. 

 

Recall: This shows the completeness. The number of true positives divided by the number of 

positive values in the test data. 

 

F1 Measure: This shows the weighted average of precision and recall. 

 

Accuracy: This is one of the most common performance evaluation parameter. It is calculated as 

the ratio of number of correctly predicted review comments to the number of total number of 

review comments. 
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CHAPTER 4 

PROJECT DESIGN & APPROACH 

Labeled amazon fashion product data set has been used to conduct this study which consist of 

more than 10000 records. First performed exploratory data analysis on data set and then 

preprocessed. From the preprocessed dataset, potential features are selected. Then applied several 

classification algorithms to retrieve the results. Step-wise presentation of used approach is shown 

in the Figure 11. 

4.1 Steps Followed for Classification and Data Analysis 

Step 1: Amazon fashion product data set has been used to conduct this study which consist of more 

than 10000 records and 16 attributes. 

Step 2: Performed exploratory data analysis in order to identify features that containing null values 

and useful information. Then removed irrelevant features and preprocessed remaining data. 

Customer review comments are cleaned with the help of Natural Language Processing techniques. 

Below steps are applied during preprocessing reviews: 

 Convert text in to lower case and tokenize text and remove punctuations 

 Remove words that contain numbers 

 Remove stop words 

 Remove empty tokens 

 Pos tag text and lemmatize text 

Step 3: After cleaning the dataset in step 2, features are used for statistical analyzing and model 

building. Performed Pearson correlation analysis and OLS regression analysis on selected features 

to identify relationship between variables and how it affects to each other. Then identified most 

popular products, product categories and manufacturers based on rating analysis. 

Step 4: Preprocessed data is divided in to training dataset and testing dataset. The 75% of data is 

used as training data and 25% of data is used as testing data. Then different classification 

algorithms are applied on training data and those models are evaluated against testing data. The 

algorithms are mentioned in below used to perform classification: 
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 Naïve Bayes 

 Decision Tree 

 Linear SVC 

 K-Nearest Neighbor – trained model with different k values. 

For each model, values of accuracy, precision, recall and F-1 score as performance evaluation 

metrics are found out and detailed output is generated. The confusion matrix is also generated. 

Finally, these obtained results are compared to identifying better algorithm to do this classification. 
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Figure 11: System Design 
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CHAPTER 5 

IMPLEMENTATION 

This chapter contains the approach and implementation part of this project describing every step 

taken to achieve them through code snippets. 

5.1 Course of Action  

a) Importing required libraries: 

In this step, all relevant libraries are imported from nltk, sklearn, Matplotlib etc. 
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b) Importing dataset and extracting relevant features: 

Loading original dataset and extract only relevant features for this study. 

c) Preprocessing and clean customer review comments: 

Here we called clean_text function to clean customer review text that execute several 

transformation techniques. Called get_word_net(pos_tag) function with in the clean_text method 

to assign a tag to every word to define if it relates to a noun, a verb etc. 
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d) Feature Engineering: 

Label the customer reviews into categories/classes based on their ratings. Then splitting the 

dataset into train and test set and print the size of train and test data. The training data is 75%, 

and testing data is 25 %. 

 

e) Apply vectorization and frequency/inverse document frequency: 

This will create feature vectors and count the number of words in each document and reduce the 

weightage of more common words like (the, is, an etc.) which occurs in all document 

 

f) Build and fit the model: 

 

This code explains about building a pipeline from extracted data and then test model against the 

testing data. Below code has applied to Naive Bayes, Linear SVC, Decision Tree and K-Nearest 

Neighbor classifiers on the dataset for predict the class of the product. Also applied KNN algorithm 

with different k values. Time taken for training data and prediction also displayed. 
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g) Evaluate model performance: 

 

Prediction of test data is completed and Confusion Matrix of prediction is displayed. Also 

calculated accuracy, precision, recall, f1 score and support are displayed in the classification 

report. 
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CHAPTER 6 

EVALUATION AND RESULTS 

This chapter presents the findings and the evaluation of the research and include results obtained 

and critical evaluation of the research work. 

6.1 Model Training and Evaluation 

The main goal of this study is to analyze customer ratings/reviews and identify proper 

classification to recommend products. In order to achieve this goal, analyzed preprocessed review 

text and predict whether that product is recommended, Moderate or Worst/Not recommended 

product. And also determined which machine learning algorithm performs better in the task of text 

classification. In order to do that, the trained model on training data and tested model on test data 

using three classifiers. This was accomplished by using the Amazon fashion products as data set. 

The data set was divided into 75% for the training dataset,25% for the testing dataset. First model 

is trained with 75 % of training data. After training is completed, the model is tested against the 

remaining 25 % of data. However, take note that the frequency distributions for classes in the 

recommendation are imbalanced (See Figures 12 and 13). There are more recommended classes 

than moderate and not recommended. Accuracy is not the best metric to use when evaluating 

imbalanced datasets as it can be misleading. So this study used several metrics to evaluate the 

performance of the model like precision, recall, f1 score and confusion matrix. Also Figure 14 and 

15 show Word cloud generated using positive word list and negative word list in the dataset. 

 

Figure 12: Distribution of Rating Classes 
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Figure 13: Distribution of Ratings 

 

Figure 14: Word cloud generated using positive word list 
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Figure 15: Word cloud generated using negative word list 

6.2 Experimental Results 

In this section presents experimental results from all four different classifiers(Figure,16,17,18,19) 

and results obtained using statistical techniques on Amazon fashion product dataset. The confusion 

matrix that classifies the product into Good, Moderate and Not Recommended are also generated 

with detailed outputs. 

a) Identify proper classification to recommend products 
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Output of Decision Tree Classifier 

 

 

Figure 16: Screenshot of the Decision Tree classifier output 
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Output of Naïve Bayes Classifier 

 

 

Figure 17: Screenshot of the Naïve Bayes classifier output 
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Output of Linear SVC Classifier 

 

 

Figure 18: Screenshot of the Linear SVC classifier output 
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Output of K-Nearest Neighbor Classifier 

 

 

Figure 19: Screenshot of the KNN classifier output 
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Here in Table 3, we can see that all classifiers performed the best. In terms of accuracies and time 

taken for prediction, Linear SVC tends to do better than other three algorithms although there is 

not much difference. The KNN algorithms took the highest time for prediction. Also this study 

tried the KNN (k-nearest algorithm) algorithm for different k values. Then the accuracy is 

increased for higher k values (see Table 4). 

Table 3: Different Classifiers and Accuracies 

Algorithm Accuracy Time Taken for Prediction 

Decision Tree 84 % 0.224 Seconds 

Naïve Bayes 86 % 0.259 Seconds 

K-Nearest Neighbor(k=7) 87 % 1.642 Seconds 

Linear SVC 88 % 0.217 Seconds 

 

Table 4: Different k values and Accuracies 

K value Accuracy Time Taken for Prediction 

1 82 % 1.55 Seconds 

3 86 % 1.507 Seconds 

5 86 % 1.547 Seconds 

7 87 % 1.642 Seconds 

 

b) Identifying most popular top 10 products 

Figure 20 shows the products name of top 10 rated fashion products from the e-commerce. The 

products like Zoo Animal Hand Sock Glove Finger Puppets Sack Plush Toy Cow, Bananagrams 

Game, Tommy Pop-Up Pirates belong to the most reviewed popular products. 
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Figure 20: Most popular top 10 products 

c) Identifying most popular top 10 products categories  

Figure 21 shows the top 10 rated products categories from the e-commerce. Die-Cast & Toy 

Vehicles, Figures & Playsets and Arts & Crafts are most popular selling product categories. 

 

Figure 21: Most popular top 10 product categories 

d) Identifying most popular products manufacturers 

Figure 22 and 23 show the top 10 manufacturers of popular fashion products from the e-commerce. 

The products manufactured by LEGO, Disney and Oxford Diecast are the most popular products 

among customers. 
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Figure 22: Most popular product manufacturers 

 

 

Figure 23: Bar Chart -Most popular top 10 product categories 
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e) Identifying relationship between product prices, number of reviews and ratings 

 

 

Figure 24: OLS Regression Results 

Based OLS regression results shown in Figure 24, we can say that number of reviews and average 

review rating do not have much impact on the price. In here we have used price as dependent 

variable and review rating as explanatory variables. 

Assume below hypothesis: 

                                            H0   – Variables has no significant influence on price  

                                            H1   -  Variables has impact on price 

The higher p values indicate that we cannot reject the null hypothesis that price has no effect on 

average review rating and number of reviews. R2 is the coefficient of determination that tells us 

that how much percentage variation dependent variable can be explained by independent variables. 

Here, the zero R-squared shows that the model explains none of the variability of the response data 

around its mean. The partial regression plots in Figure 25 help to interpret regression analysis 
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results more intuitively. The trend indicates that the predictor variables (average review rating, 

number of reviews) do not provide significant information about the response (price). 

 

 

Figure 25: Partial Regression Plots 

Also as per the Pearson correlation matrix shown in Figure 26, we can quickly see that there are 

no strong relationships between price, average review rating and number of reviews. The 

coefficient close to 1 means that there is a very strong positive correlation between the two 

variables. But here all 3 variables show weak negative correlations. Also here average review 

rating shows considerably strong negative relationship with number of reviews. 

Based on correlation analysis and OLS analysis, we can say that price has no significant impact 

on ratings and number of reviews. So customers mainly rely on reviews when buying products. 
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Figure 26: Pearson correlation 

 

 

 

 

 

 

 

 

 



43 
 

 

CHAPTER 7 

CONCLUSION AND FUTURE WORK 

An evolutionary shift to eCommerce markets has increased the dependency of customers and 

sellers on online reviews and ratings to a vast extent. This dependency helps for building trust, 

confidence and influencing the customer buying decision. Nowadays, due to the enormous growth 

of technology lot of customers use eCommerce sites. Therefore, thousands of reviews and ratings 

are     generated daily for a particular product. Going through each customer review is very time-

consuming and a complex task. So, there is a need to handle this large volume of reviews,   analyze 

to derive valuable data for recommending products for customers. People are always more eager 

to purchase products that others have already recommended. Customers rely on product reviews 

to make up their minds to make better purchase decisions. Therefore, it is vital to analyze ratings 

and reviews to provide better options for consumers to make actionable decisions. On the other 

end, it can also help businesses extend sales and improve the product by understanding customer 

needs while building trust to reduce the business failure risks. Hence, this study allows sellers and 

marketers to make better business decisions and increase their revenue while assisting customers 

in choosing the right product.  

The main aim of this study was to analyze customer ratings and reviews and analyze the possibility 

of recommending the products to make actionable decisions. Thereby, classification approaches 

were carried out to  identify the most popular products, product categories, and manufacturers 

among the fashion products in Amazon. Further studies were carried out to determine the 

relationship between product prices, customer reviews, and ratings, which directly impact 

customers’ or marketers' decisions. 

In that regard, a model was designed to classify the product into three main categories, namely 

good, moderate, or Not recommended. Sentiment analysis was applied to the product rating and 

reviews and trained using machine learning algorithms. The study used four different machine 

learning algorithms, Naive Bayes, Linear SVC, Decision Tree, and K nearest neighbor, and applied 

on customer reviews and ratings of the Amazon fashion products. The results from the study 

showed that in terms of accuracy    and prediction time, the Linear SVC approach achieves better 



44 
 

results than other approaches. The performance of the K-Nearest Neighbor algorithm classifier 

was further improved when the values of k were increased. 

This study also applied the OLS statistical model and Pearson correlations on price, rating, and 

number of reviews. Based on the results, the average rating and number of reviews do not directly 

affect the product price. Hence irrespective of the product price, customers can mainly rely on 

ratings and reviews when purchasing products from eCommerce sites. This study also identified the 

most popular products, product categories, and manufacturers based on product ratings. The 

positioning of the words in a text is not considered in the bag of words model. Hence, this could 

negatively affect the semantic of a review, which is a limitation of this model. For example, 

although the overall review is negative, a machine would classify the review as positive due to the 

number of positive words it contains. 

This dataset is mainly based on fashion products like toys and accessories, and many have not 

looked at these types of products. The findings of this study will help eCommerce sellers identify 

customer preferences for these kinds of products and improve the consumer experience. Besides 

being beneficial to consumers and sellers, these predictions can also be of great use for 

manufacturers. Overall, based on the reviews, they can quickly identify products that have been 

poorly rated. Therefore, they can improve the quality of their products as per the customers’ 

requirements. 

As per future work, the accuracy of the proposed model can be further improved by fine-tuning 

the classifier. Conversely, a Grid Search with LinearSVC classifier pipeline can be performed by 

choosing the best parameters from a grid of possible values. In addition to that, similar 

classification algorithms such as maximum entropy classifier, Stochastic gradient classifier, and 

XGBoost can be applied with different datasets



i 
 

 

APPENDICES 

Source Codes: 

Model development and evaluation (Full Source Code): 
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Implementing Pearson correlation and OLS regression analysis: 
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Implementing word cloud: 
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Source code for finding most popular manufactures: 
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