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ABSTRACT 
 

Electricity has turned in to a significant type of end-use energy in the today’s advanced society. 

The impact of electricity is enormous and has been perceived as a fundamental day today need 

of human.  

Forecasting of Electricity sales is significant and critical for a utility to decide on the correct 

selection relating to future power generation stations and organizational strengthening.  

During the last decade, several techniques are being used to forecast electricity sales. This study 

attempts to review the time series, Autoregressive Moving-Average (ARMA) and Linear 

Regression methods and choose the most suitable forecasting method for long-term electricity 

sales forecast using annual data from 1969 to 2018. 

The two models were created and fine-tuned using recorded industrial electricity sales of Sri 

Lanka, andtARIMAt(0,2,1)twas observed astthetbest fittmodeltfor forecasting annual industrial 

electricity sales of the Sri Lanka power system with the lowest RMSE of 176.553 GWH, MAPE 

of 15.42% and R2 88%. 
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CHAPTER 1  

INTRODUCTION 

1.1 Background of the study 

1.1.1 History of Electricity in Sri Lanka 

In 1890, the very first time an electrical bulb was provided electric power was when Sri Lanka 

was a colony of Britain known as Ceylon. In 1895, a company Messrs Boustead Bros, in 

Colombo provide electricity publicly for the very first time in Sri Lanka. In 1918, D.J. 

wimalasurendra an engineer, who later turned into colonizer of power in Sri Lanka, discovered 

the potential of hydro-power in Sri Lanka near the central hills. In 1926, with the establishment 

of a separate electricity department, it became possible to meet the expanding demand for 

electricity. In 1969, Ceylon Electricity Board (CEB) was entrenched underneath Parliament 

Act-No: 17. Since then, CEB is involved in generating, transmitting, and distributing electricity 

to every consumer category and generate income. It has been also engaged in securing 

resources, as well as human resources, after the affirmed methodology. CEB must utilize the 

assets by applying commonsense and dependable administrative techniques (CEB).   

The Sri Lankan power system has an all-out introduced limit of around 4,048MW by the end 

of 2018 with a total executable range of 3,464 MW. The recorded outrageous requirements in 

2018 were 2616 MW, and the whole net cohort was 15,305GWh (the Plan for Long-Term 

Generation Expansion 2018 to 2037, 2018).  

1.1.2 Electricity and Economy  

Sri Lanka, a country that is surrounded by waters of the Indian Ocean from all sides, is 

transforming into an upper-middle-income frugality. The GDP of the country is the financial or 

hawk cost of the respective abundance of perfect employment and goods designed within a 

country in a given period. As a wide percentage of overall speaking domestic production, its 

ranges as a considerable catalog of a specified country's economic health. The economic growth 

of Sri Lanka on annual basis was 5.5% for the period from 2001 to 2017. The growth of 2017 

and 2018 was lower by 3.3% in comparison to the previous year (GDP growth (annual %) - Sri 

Lanka | data). The per capita GDP of Sri Lanka for the year 2017 was $4,080.57 in 2018(GDP 

per capita (current US$) - Sri Lanka | data). The highest subsidy to GDP (56.7%) was achieved 

by the helping zone; the commercial zone added 26.9%, and farming parts added just 6.8%. 

The key productive signs for the year 2018 are shown in Table 1.1.  
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Table 1. 1 Key Economic Indicators, 2018  

Indicator  Value  

Land area  65610 Km2  

Population  21.67 million  

Population Density  346 Persons/km2  

GDP per capita  $4080.57   

Source: Economic and Social Statistics of Sri Lanka 2018.  

 

Electricity sales growth in history has often disclosed a straight relationship in comparison to 

the rate of growth in savings of a country. Figure 1.1 depicts the sales of electricity and the 

GDP from the year 31 years from 1994.  

 

 

Figure 1. 1 Gross Domestic Product and Electricity Sales 

 

Source: CEB web site 

 

By the above figure, the sales of electricity show a direct relation to the rate at which the 

economy of the country is growing. In 1996 the growth of electricity shows the lowest from the 

entire period and in 1997 the very next year shows the highest electricity growth.  
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1.1.3 Energy Supply and Electricity  

According to the 2017 report of the Sri Lanka Energy Balance by Sri Lanka maintainable 

Energy administration, petroleum, biomass, hydro and coal are significant and essential sources 

of energy supply, having per unit of population utilization of about 0.5 Tons of Oil Equivalent 

for the energy of Sri Lanka. Biomass also known as fuelwood, is a primary fuel type that is 

non-profitable, gives around 40% of the nation's absolute energy requirement. Petroleum ends 

up being the significant wellspring of commercial energy, covering around 40% of the energy 

requirement (Sri Lanka Sustainable Energy Authority, 2017).  

Even though petroleum and electricity goods are one the fundamental profit-oriented fuels, and 

growing measure of biomass fuel is now also being used commercially. Hydro-power, which 

fulfills almost 9% of the total energy needs, is the basic first producer of vital energy that is 

commercially available in the country. The capacity of the hydro resource is estimated to be 

about 2,000MW, and many parts of it are being generated. Also, abuse of hydro sources is 

getting gradually bothersome due to social and, additionally, natural reactions connected to 

huge scope improvement. Apart from these, there is a remarkable capability for wind and sun 

energy evolution. The first profit-oriented wind turbines were installed in2010, and it is 

predicted that the overall potential in wind turbine energy generation by 2016 would be 

127MW. The very first solar power plants that were used commercially were dispatched in 

2016, the potential of profit-oriented solar energy plants by the end of 2016 was 21MW, further 

50MW of rooftop solar plants were additionally associated by the end of 2016. The solar power 

plants at a smaller scale have started dissipating advancements, and possibility examines was 

started to work on the concept of solar power plants in the park. In the marshy lands found in 

the north of Colombo, a small installation of a solar plant is being located. (Plan for Long-Term 

Generation Expansion 2018-2037, 2018).   
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1.1.4 Electricity Sales and Demand Growth  

CEB broad casting individual as the assigned one buyer also broad casting service provider. 

There are six licenses held by CEB: a license for generation, a second one for transmission and 

the bulk supply, and the other four licenses are for distribution. But all of these authorized 

licenses that CEB holds lack any autonomous proprietorship shape and control.   

There are several main tariff categories in Sri Lanka. They are Domestic, Religious, Industrial, 

General Purpose, Government, Hotel, and Other. At the end of 2018 - 6.3 million customers 

are provided by the power efficacy of Sri Lanka, and the overall need for country electricity has 

increased to 14,091GWh, which was only 9,268 GWh before 10 years. The rate of growth of 

average demand is about 2.6% per year. The highest sales that were found in 2018 were 2,616 

MW, and ten years before it was 1,842 MW. The Domestic Religious have contributed the total 

electricity sales of about 14,091GWh, Industrial, basic objective Hotel Government and Other 

with 33%, 31%, 24%, and 12% respectively (Ceylon Electricity Board SALES AND 

GENERATION DATA BOOK 2018, 2019).    

Sri Lanka's electricity demand was developing at a medium rate yearly that was about 5%-6% 

throughout the last twenty years, and it is anticipated that this pattern will proceed later on. 

Effective planning of electricity needs exact estimates of future demand to balance the supply 

and requirement of electricity; therefore, electricity demand foresee is essential for both power 

system operation and groundwork. The capacity to precisely anticipates what is to come is 

critical to numerous choice cycles, such as arranging, booking, buying, technique definition, 

and strategy making. Along these lines, people consistently attempt to discover accurate 

forecasting models.  
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1.2 Motivation 

 

The significant motivation factor of this work is to discover the best forecasting technique for 

forecast long-term industrial electricity sales in Sri Lanka.   

In Sri Lanka, the industrial zone is the binding force of economic growth and the country has 

had a rapid development in the economy for the past decade. Since the strategic planners make 

strategic decisions based on these forecasts, the establishment of an accurate and reliable 

forecasting model for electricity demand, which could give important information for 

government and the decision-makers of the electricity sector to form strategies and plans of 

power, is vital for the management of electricity system in Sri Lanka. If a foresee misjudge 

command, the company might not have the sufficient space and means to meet the necessities 

of the consumers. If a prediction exaggerates demands, the company suffers the cost of extra 

scope and spoils. Since neither of these consequences is absolute, it is essential to fix an error-

free long-term foresee model.  

1.3 Statement of the problem 

 

Power is not a product that can be conserved in a system where demand and supply must be 

constantly assessed. As a result, a country's power generation must be precisely equal to its 

consumption. If the overall demand is higher than the generation capability of electricity, it will 

have a negative impact on all consumers by causing a massive economic burden. Additionally, 

if excessive electricity is generated that is the actual demand, it will also be the reason for 

economic loss, and the power plant will be underutilized than its capacity. Therefore, exact 

forecasting of the demand for electricity in the future is crucial for the planning and 

development of new electricity generation funding to keep a balance between demand and 

supply. 

The complete quantity of power devoured by individuals has to be offset with the measure of 

the power produced. It is not possible to store bulk power energy proficiently. To keep this 

balance between creation and utilization, one should be able to forecast future needs. This 

research will compare diverse forecasting methods to tracking down the best suitable 

forecasting method and what are the possible ways to get it registered in the Electrical Power 

System of Sri Lanka.  
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Industrial sectors have an essential role in the productive growth of countries like Sri Lanka. 

The industrial sector is the driving force for economic growth. Past few decades, the no of 

industrial consumers number increased rapidly in Sri Lanka. Therefore, it is essential to forecast 

the electricity sales of the industrial sector.   

There are so many techniques that have been applied for forecasting the sales of electricity in 

Sri Lanka, such as Time Series, Neural Network, Machine Learning. But the problem is what 

are the most suitable predictive techniques to forecast the Electricity sales of the industrial 

sector in Sri Lanka.? 

Therefore, this research focuses on selecting the most suitable predictive techniques to forecast 

the Electricity sales of the industrial sector in Sri Lanka. 

After finding the best prediction technique for forecast the electricity sales in the industrial 

sector in Sri Lanka with proper analysis, this study will suggest the most appropriate technique 

for predicting the sales of electricity in the Sri Lankan industry.  

1.4 Research Aims and Objectives 

1.4.1 Aim 

Ittis necessarytto findtthe best prediction technique and forecast the electricity sales intthe 

industrialtsectortoftthetcountrytby analyzingtthe historical data. Furthermore, it istimportanttto 

exploretthetstudiestandtresearch conductedtto estimatetthe future salestof electricity in Sri 

Lanka to identify the techniques they have used for electricity sales prediction in the country. 

This will provide an insight into the gap of the explored areas and the findings/drawbacks of 

the similar studies conducted. This knowledge will be used to find the best forecasting 

technique to forecast electricity sales in the Sri Lankan industries.  

1.4.2 Objectives 

Main goals of this research are:  

1. Identify the patterns of electricity sales within the industrial sector in Sri Lanka.  

2. Compare the models in terms of forecasting performance.   
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1.5 Scope 

 

This study will emphasize on long-term requirements of electricity. In the long run, foresees 

usually are needed for a foresee view of five to twenty years. They are crucial for the long-term 

planning of capacity needs (system generation and channeling growth), trade, strategical and 

monetary plans.  

As a developing country, Sri Lanka is having increasing electricity demand over time, 

especially in thetindustrial sector. Electricitytistonetoftthetmosttimportant variables influencing 

economictgrowth.  

Because electricity is required directly or indirectly by all industries, it may be recognized as 

the backbone of a nation's process. Therefore, the government needs to provide electricity 

demand from the industrial sector. Estimates of power deals would be critical to electric utilities 

when choosing development and investments. Therefore, this study will focus on the Industrial 

sector. The types of industrial customers as the consumers in the industrial sector are as follows,  

• Small Industries  

• Medium Industries  

• Large Industries  

Above mentioned customer categories will be considered whenever the analysis is performed.   

Energy generation in Sri Lanka is predominantly met by hydro-power. Now energy generates 

also from coal, thermal and wind. Nevertheless, still, there is a considerable gap between the 

demand. So, it is imperative to identify the sales in advance, especially for the industrial sector. 

Past few years, electricity power grids collapsed several times, and it affected the ordinary lives 

of citizens and the Industrial sector enormously. To stop this kind of situation, it is imperative 

to be prepared first. To achieve this, analysis and forecast electricity demand is significant.  

There are so many techniques that have been using to forecast electricity sales in Sri Lanka. 

Traditional methods such as Delphi and panel consensus and numerical means such as relapse, 

episodes, econometric models, and the distribution guide. This is because of specialized 

evolution and the conventional prediction models; these methods have been extensively 

concerned to get accurate forecasts. Studying machines has shown positive developments in 

prediction, it’s quite worthy to explore the uses of studying such types of machines to predict 

in future. Time Series forecasting techniques and Machine Learning techniques will be 

considered in the study, and these strategies will be contrasted with one other in terms of the 

excellence in predicting outcomes.   



 

 

 

8 

 

Also, the scope of this research will take 1969 to 2018 43 years of annual industrial electricity 

sales data and find the best predictive technique for forecasting the electricity sales of the 

industrial sector in Sri Lanka. 

 

1.6 Structure of the Thesis 

 

Thetpaper's organization istas per thetfollowing:tChapter 2, Background and Literature 

Review, introduces a literature review of demand predicting applications and identifies the 

prime kinds of models used in the analysis.   

Chapter 3, Methodology, describes the design of the proposing solution, and the methods and 

models used in this study with all the used tools.  

Chapter 4, Results and Evaluation of the paper will give the results of the study. This chapter 

will also provide a critical discussion evaluating the results.  

Chapter 5, Conclusion and Future Works, will wind up the work, showing an outline of the 

review results and talk about the likelytfuturetworks.



 

 

 

9 

 

CHAPTER 2  

LITERATURE REVIEW 

2.1 Background 

Theretarettwo basic forecasting methods according to Soliman and Al-kandari, Abu-Shikhah 

and Elkarmi (Soliman and Al-kandari, 2010) (Abu-Shikhah and Elkarmi, 2011) studies, and 

they are qualitative and quantitative methods and choosing the suitable mainly depends on 

available figures.  

In qualitative forecasting methods, the future demand is forecasting independently formed on 

using the ideas of the skilled persons; though they are not only assumptions, yet they are trying 

to get solid approaches to get good predictions. Thus, these types of techniques are helpful and 

executed when recorded factual figures are not obtainable. These techniques embrace biased 

arc fitting, the Delphi method, and technological comparisons.  

Ontthe second hand,tquantitativetforecasting techniques depend ontmathematicaltand 

statisticaltformulations. They are highly concerned when the figures/data are obtainable; 

however, two conditions should be fulfilled: arithmetical information is obtainable from the 

past; thus, it will be easy to continue this in the future. The quantitative forecasting techniques 

include an extensive scope of techniques, and every strategy has its characteristics, efficiencies, 

and prices that should be supposed when selecting a certain method inside certain orders for 

certain objectives. Quantitative methods involve, relapse study, break down methods, 

aggressive flow, and the Box-Jenkins method.  

Most quantitative forecast issues are time-series data, which needs to collect at a uniform 

duration from random sampling. As demonstrated in figure 2.1. there are several methods of 

grouping data and forecast future values. 
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Figure 2. 1 Structure of forecasting method 

 

 

2.2 A Literature Review 

 

The early electricity load predicting models were predominantly bounded to classical analytical 

methods, yet with the advancement of the latest studies, load predicting technologies have been 

impressively evolved. Now predicting models based on the study of machines is becoming more 

famous day by day. This part of the paper explains the most frequently used forecasting models, 

regardless of classical or new models.  

2.2.1 Time Series Techniques   

 

 Totforecasttdifferenttenergytsourcestintthetcounty, tEdiger and tAkartusedtAutoregressive 

IntegratedtMovingtAveraget(ARIMA)tandtSeasonaltAutoregressivetIntegratedtMoving 

Averaget(SARIMA) time series methodsttotthe old datatfromt1950ttot2003tinta relative 

approach. Thetperfection of thetfittedtmodeltis examined withtthetmean-squareterrort(MS), 

whichtista proportiontof the perfection oftthetfittedtmodel, andtthe ARIMA anticipating of the 

all-out essential energy request gives off an impression of being more solid than the summation 

of the individual figures (Ediger and Akar, 2007).   

The same method has been proven by Allah Ditta Nawaz and Niz Hussain 1n 2017. 

Autoregressive, Integrated Moving Average (ARIMA) methodology used to predicting power 

utility and CO2 emitted in the context of Pakistan. For the energy consumption attribute, the 

Energy they used was obtained from World Development Indicators WDA. To study the 

prediction outcome, RoottMeantSquaretErrort(RMSE)tandtMeantAbsolutetErrort(MAE)tare 
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Methods 
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Decomposition  
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used. And fitted ARIMA (2, 1, 2) for CO2 ejection and ARIMA (2, 1, 1) for energy usage (Allah 

Ditta Nawaz, Niaz Hussian Ghumro, 2017).  

  

When Allah Ditta Nawaz and Niz Hussain and Ediger and Akar using one or two-time series 

methods, Akkurt, Demirel, and Zaim used various time frames are Forecasted by using different 

time series techniques to forecast gaseous petrol utilizations of Turkey. For example, growing 

rapidly, winters' prediction, and BoxJenkins methods. These techniques are contrasted with 

each other regarding the prevalence in forecasting performance. They calculated Monthly 

Natural Gas Consumption using month-to-month petroleum gas usage data in Turkey. To 

Forecast yearly sales, they utilized yearly gaseous petrol utilization esteems from 1987 to 2008. 

Thetmeantabsolutetpercentageterrort(MAPE)tand the meantabsolutetdeviationt(MAD) counts 

weretused examinetthe forecast taccuracy. The outcomes uncover that in the annual data set, 

the dual aggressive flowing models outmatch the further substitute predicting models. Then 

again, in terms of the month-to-month informational, the BoxJenkins SARIMA model gives the 

preferred outcomes over the others (Akkurt, Demirel, and Zaim, 2010).   

  

However, in 2006 Soares and Souza tried out forecasting electricity demand for different 

climate changes. They have proposed a theoreticaltmodeltwhich implementstgeneralizedtlong 

memoryt(Gegenbauer ARMA) totsimulatetthe load's seasonal behavior. An anticipating 

exercisetagainsttatSARIMAtmodelt(the benchmark)tis profoundly ideal for their model.tMean 

AbsolutetPercentagetErrort(MAPE) counttusedttotthe forecasttaccuracytoftthetmodels (Soares 

and Souza, 2006).  

  

Liu and Lin (1991) made a comparison between Box-Jenkins ARIMA and move purpose 

models to forecast electricity needs in the populous area in Taiwan. The monthly usage of gas, 

temperature, and natural gas price between 1975 and 1988. The study used root mean squared 

error (RMSE) to use measurement statistics to assess the predictability of the models. To 

acquire further knowledge from the information, they change their plan into quarterly and 

annual episodes of the natural gas usage, normal temperature, and average natural gas costs to 

build these episodes. Their study has discovered that ARIMA model beats by the transfer 

function models. 

  

Another comparison did between the AutoregressivetIntegratedtMovingtAveraget(ARIMA) 

andta noveltconfigurationtcombining an autoregressivetARt(1) withtathightpasstfilter modeltto 

predicttelectricity usage by using the monthly standard of electric energy usage for the period 
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from 1970 to 1999 by (Saab, Badr, and Nasr, 2001). For the monthly average of electric energy 

consumption, theytfoundtthat thetAR (1)/high pass filtertmodeltyieldedtthetbesttforecast for 

thist abnormal arrangement of electrical energy data.   

  

2.2.2 Regression Techniques   

 

To make the framework for everyday usage, overall five algorithms were practiced by (Uher et 

al., 2015) are internal PolynomialtRegression, NeuraltNet, GaussiantProcess, Linear 

Regressiont, and PolynomialtRegression and they found that the best conclusions were attained 

with a local polynomial regression algorithm. They conducted the analysis based on hourly 

power use in the Czech Republic from 2011 to2014, as well as the correctness of the preceding 

model was resolved by manipulating the Mean Square Error (RMSE).  

  

Some researchers combined time series techniques and regression models to forecast demand. 

First, for measuring the outside temperature and the speed of wind per hour regression model 

is used. Then, the weekly flow of heat usage as a societal element is included for improvement 

of the model accuracy.  Then used the Seasonal Autoregressive Integrated Moving Average 

(SARIMA) model with external elements as a mix to take into account meteorological features 

and traditional heat consumption statistics based on variables. Fang and Lahdelma in2016 used 

a class of direct regression models (T, T72, T72h, T168, T168h) and the SARIMA model for 

their study and used Root Mean Squared Error (RMSE), Mean Absolute Percentage Error 

(MAPE), and Theil's Inequality Coefficient (TIC) measurement statistics to examine the 

forecast accuracy of the models. They found different weekly flows comparatively good with 

the direct accuracy of straight regression frameworks. Thinking about the closeness of the info, 

the convenience, and the excellent perfection, the suggested T168h is the best model. The 

SARIMA model integrated with linear regression can also be registered to forecast the need for 

heat from a short-term perspective. In any case, it requires a lot of old data to fit the model; the 

continuity of the historical data is also required (Fang and Lahdelma, 2016).   

  

In addition, two forecasting approaches were merged. Linear Regression achieved the best 

result with 98 percent accuracy in a study that compares decision tree, linear regression, and 

fortuitous forest model for forecasting electricity demand done by camurdan and Ganiz in2017. 

The dataset utilized in this study comprises many measurements and examinations associated 

with the electricity market in Turkey from 2011 to 2016 daily. Dataset is gathered from public 
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website pages predominantly from the public authority sites revealing the electric market. 

tMeantAbsolutetPercentagetErrort(MAPE), R2 (R Square), MeantAbsolutetErrort(MAE),tand 

MeantSquaredtErrort(MSE) to assess thetdependability oftthe conclusions, evaluation 

measures were utilised. (Çamurdan and Ganiz, 2017).  

 

2.2.3 Sri Lankan Studies  

 

Basedtontthethistoricaltdata, the Classical decomposition approach, Stochastic approach, and 

Exponential smoothing approach models were used by Pathberiya and Dias in the 2013 study 

to investigate thetbesttmodeltfor predicttelectricitytsales in Sri Lanka. From 2001 to2009, they 

used monthly power salestdatat(in GWh)tintSritLanka andtthetcityt oftttColombo. The 

identification set for estimating models was data from 2001 to2008, withtmonthlytsalestdata 

fromt2009tutilisedtto confirmtthetmodels. The study found that the stochastic model provided 

by ARIMA (0,1,1) (0,1,1)12 produces more perfect forecasts for Colombo and Sri Lanka than 

the other two models. 

Another study Multivariate Regression Approach used to model areatwisetdemandtfor 

electricitytintSritLankat(Ruwanthi and Wickremasinghe, 1999). The analysis used quarterly 

data for the period 1970 to 1994. 1995 and 1996 data were not included for the analysis due to 

regular power cuts of the county in these years. Data on the usage of electricity were achieved 

from the Central bank of Sri Lanka and CEB. The data gathered on kerosene earnings and their 

sales were taken from Ceylon petroleum and central bank Siri Lanka. GDP at constant factor 

payments (1980) was utilised as a proxy for consumer income level. Every year, these figures 

were obtained from the Central Bank of Sri Lanka. They were using Bartlett's Statistic of 

multivariate regression approach. GDP at constant (1980) factor prices for consumer income 

level, kerosene price as dependent variable, and electricity demand for their research. The 

investigation validated the results of several variations on demand for the two periods before 

and after 1977. Customers' revenue levels are the most powerful on-demand in the post-

construction era, while it is the least effective. Prior to1977, it was believed that the influence 

of pay level had risen significantly as a result of productive initiatives. During the preliberal 

zed period, the price of electricity had a greater impact on demand. Before1977, the cost of 

kerosene was a significant factor in determining requirements; after1977, it became less 

relevant. The value of Bartlett’s statistic for the overall importance of the model is (249.79) 

more significant than the corresponding table value (12.592) at 5% level; it can be assumed that 
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the above regression is highly important; therefore, the variables log (the cost of electricity), 

log (revenue of customers) acceptably enhance the forecasting of the dependent variables, log 

(private demand), log(commercial demand), log (business demand).  

Using thetmonthlytenergytrequirementstvalues fortthetchosentfourtprofitabletbuildings 

(Samarawickrama, Hemapala, and Jayasekara, 2016), a computingtmodeltistadvancedtusingta 

regressiontmethodtcalled SVMR. Intthiststudy, thetSVMtregressiontmodels,tutility of future 

electricity was built for forecasting average electricity. There are many important factors like 

humidity, average temperature, solar transmissions. Moreover, when this study compared with 

previous research conducting other approaches to forecast energy usage for the future. Model 

SVM show maximum forecasting perfection for monthly data.  

Madhugeeth and Premaratna, (2008) suggest an ANN solution for electricity demand 

forecasting. Artificial Neural Networks are examined as a computing model that is able for 

doing non-linear curve fitting. Three-layered neural network architecture with a 

backpropagation algorithm is preferred, executed. To evaluate the forecasting results, two 

techniques were used: RMSE and MAE. The outcome shows that the neural network gives the 

lowest prediction fault.  

Using annual historical data from 1984 to 2015 (Hapuarachchi, Hemapala, and Jayasekara, 

2018) proposed another ANN solution for electricity demand forecasting for Sri Lanka. They 

built a multilayer ANN model for predicting power consumption using data from 1984 to2008, 

and then validated it using real-world data from 2009 and 2015. Their ANN model performs 

better on earlier validation data. Their ANN model performs better on earlier validation data.  

2.3 Research Gap  

According to the literature review, different techniques, namely, regression,tstochasticttime 

seriestautoregressive, tARMAtmodel,tARIMAtmodel,tSupporttVector Machinettttbased 

algorithms, andtArtificial NeuraltNetworkstapplied separatelyttttto forecasting longtterm 

electricity demandtin Sri Lanka.   

Time-series techniques depend on the beliefs that the data have an inward design, such as 

autocorrelation, trend, or on and off variation. Time series prediction techniques recognize and 

study these types of designs. The commonly used time series techniques are Autoregressive 

Moving Average (ARMA), Autoregressive Integrated Moving Average with External variables 

(ARIMAX), and Arima, Autoregressive Moving Average with Exogenous variables 

(ARMAX). 
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Support vector machine is a strong method using for resolving groupings and regression issues 

in the current era. Support vector machines conduct a non-linear chart of the information into 

an infinite area. At that point, support vector machines use for simple linear functions to produce 

linear choices limits in the new place.  

With the modernization of computing strength, people attempted to resolve the load-forecasting 

issues using Artificial Neural Networks. Using ANN is to model any complex non-linear 

relationships, if survive, between the variables that cannot be recognized with old linear models. 

ANN has to be trained first and checked for its capabilities for generalization.  

Even though these techniques are used separately to forecast electricity demand in Sri Lanka, 

no study compared and analyzed these techniques and suggest the best accurate technique for 

long-term electricity forecasting, especially in the Industrial sector in Sri Lanka.   

In this research, several types of predictive analytic methods, mainly Time Series forecasting 

techniques and Machine Learning techniques, will be considered in developing the best suitable 

LongtTermtelectricitytdemandtForecastingtmodeltfortthe Industrial sector in Sri Lanka.  
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CHAPTER 3 

METHODOLOGY 

 

3.1 Systematic Approach  

The systematic approach proposed for electricity forecast models consists of five steps, as 

shown in Figure 3.1. They are Data gathering and processing, Feature engineering and 

selection, Built forecasting model, best model selection, and model validation and analysis.  

  

 
Figure 3. 1 Systematic Approach 

 

 

Discussion of each phase of the systematic approach listed below.  

 

3.2 Data Gathering and Preprocessing  

  

Study uses the annual historical data of industrial sector electricity demand in Sri Lanka.   

Industrial electricity demand data are extracted from the Ceylon Electricity Board, Historical 

Data Book 1969 – 2018, ad other publications available in their web site  
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3.3 Built Forecasting Model  

3.3.1 Autoregressive Integrated Moving Average (ARIMA)  

A famous and extensively used analytical procedure for time series predicting is the 

Autoregressive Integrated Moving Average (ARIMA) model. This model uses the time series 

data and numerical data to clarify the data and predict future values. The objective of this  model 

is to elucidate data by using previous value (Investopedia,2019).   

 

This short-form ARIMA is expressive, apprehending the critical sides of the model itself. In 

short, they are,  

The “AR" in ARIMA represents autoregression, demonstrating that the model uses the 

dependent relationship between present data and its previous values. All in all, it shows that the 

data is regressed on its previous values (Investopedia, 2019).  

The “I” stands for integrated, which implies that the data is static. Static data applies to time-

series data made "static" by eliminating the views from the past values (Investopedia, 2019).  

The “MA" represents the moving average model, demonstrating that the predictor result of the 

model relies linearly upon the previous values. Likewise, it implies that the faults in predicting 

are linear functions of previous faults. Noted, the moving average models are not quite the same 

as statistical moving averages (Investopedia, 2019).  

Every one of the AR, I, and MA elements are involved in the model as a guideline. The 

parameters are relegated to definite digit values that demonstrate the type of ARIMA model. A 

standard sign for the ARIMA guideline is appeared and is clarified underneath: 

ARIMA (p, d, q)  

The parameter p is that the number of autoregressive terms or the number of "lag observations." 

It is also called the "lag order" and decides the results of the model by giving delayed data points 

(Investopedia, 2019).  

The parameter d is known as the level of difference. It demonstrates the number of times the 

lagged signals have been deducted to make the information static (Investopedia, 2019).  

The parameter q is that the number of prediction faults within the model and is additionally 

alluded to as the size of the movable normal window (Investopedia, 2019).  
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The parameters take the worth of digits and will be characterized for the model to figure. They 

will also take a value of 0, inferring that they will not be utilized in the model. In such a manner, 

the ARIMA model is often transformed to: 

• ARMA model (no statistical data, d = 0)  

  

• AR model (no moving averages or stationary data, just an autoregression on past values, 

d = 0, q = 0)  

  

• MA model (a moving average model with no autoregression or static data, p = 0, d = 0)  

When the parameters (p, d, q) have been defied, the ARIMA model plans to appraise the 

coefficients α and θ, resulting from using past data points to predicting digits.  

There are two main methods of time series prediction: univariate and multivariate. 

• Univariate uses only the previous values within the statistic to predict future values. 

• Multivariable also uses extraneous variables added to the series of values to make the 

prediction. 

The ARIMA model predicts a given statistic supported by its previous values. It is often used 

for any seasonal need series of numbers that manifest samples and isn't a series of arbitrary 

occasions. For instance, sales data from a haberdashery would be a statistic because it had been 

gathered 

 entire duration of your time. one among the key features is that the data is gathered entire series 

of continual, uniform breaks. A modified version is often produced to model forecasts over 

many seasons (Science, 2021). The ARIMA model is becoming a well-liked tool for data 

scientists to forecast upcoming needs, like sales prediction, making ideas, or stock prices. For 

example, in prediction stock prices, the model reflects the differences between the values in a 

series rather than measuring the real values (Science, 2021). ARIMA models can be made in 

data analytics and data science software like R and Python (Science, 2021).  
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Advantages of ARIMA Model  

The primary benefit of ARIMA predicting is that it needs data on the time series being referred 

to as it were. To start with, this component is invaluable if one is predicting a large number of 

time series. Second, this keeps away from a difficulty that sometimes occurs with multivariable 

models. For instance, consider a model involving salaries, costs, and money. Consistency in 

money series may be only accessible for a shorter time other than two series., confining the 

time frame over which the model can be forecast. Third, with multivariate models, the 

timeliness of data can be complicated. Suppose one creates a large basic model holding only 

published variables with a long lag, such as wage data. In that case, predictors using this model 

are absolutely predictions based on predictions of the unattainable observations, adding a source 

of prediction unreliability (AIDAN MEYLER and GEOFF KENNY, 1998).  

Limitations of ARIMA Model  

Even though ARIMA models can be exceptionally perfect and valid under the proper 

circumstances and data accessibility, one of the critical limitations of the model is that the 

parameters (p, d, q) should be manually defined; along these lines, tracking down the most 

perfect fit can be a long experimentation measure. 

Also, the model relies profoundly upon the dependability of old data and the differencing of the 

data. Guarantee data was gathered precisely for many years, so the model gives exact outcomes 

and estimates. 

ARIMA Model Building 

 If the data series is static or if there's vast continual that ought to be involved within the model. 

Seasons are often identified through an autocorrelation plot, a season has a subplot or a spectral 

plot. The ideas and precisions data will help the info researcher acknowledged the amount of 

differencing and size of lag that may be required (Box, 2015). The Autocorrelation Function 

(ACF) is used to figure out the number of MA(q) terms within the model. It decides the 

correlation between the observations at the present point in time and everyone's past points in 

time. The Partial Autocorrelation Function (PACF) results decide the order of the model or the 

values for the MA portion of the model. The model order observes how differencing must be 

used to convert a statistic into a motionless series. The ACF and PACF plots are wont to check 

extra time faults within the series (Box, 2015).  

 

https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc443.htm
https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc443.htm
https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc443.htm
https://www.itl.nist.gov/div898/handbook/pmc/section4/pmc443.htm
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Augmented Dickey Fuller test (ADF Test)  

The Augmented Dickey-Fuller test (ADF test) is a typical measurable test used to test if a given 

Time series is stationary or not. It is perhaps the most commonly used factual test for 

determining the stationary of a series. (Selva Prabhakaran, 2019). 

To build a Time series model stationary series should change to non-stationary series. 

 

3.3.2 Simple Linear Regression  

 

Linear regression is simply a linear method to model the relationship between the independent 

variables and the dependent variables. This implies that suppose on the off chance that wethave 

atscatterttplotttwithttsometpointstontit, thettobjectivetfortlinearrregressionristtotmaketatline 

thattcan betjusttabouttastclosetas conceivabletto every onetof thetpoints (Department of 

Statistics and Data Science, 1997). Sample Linear regression graph is shown in Figure 3.2. 

 

 

Figure 3. 2 Simple Linear Regression Graph 

 

Before attempting to fit a linear model to observed historical data, a modeller should first 

determine whether or not there is a link between the variables of interest. This does not imply 

that one variable causes the other, but rather that the two variables have a crucial connection. A 
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scatterplot can be useful in determining the strength of a link between two variables. If there 

appears to be no link between the suggested explanatory and dependent variables, then fitting 

a linear regression model to the data is unlikely to yield a meaningful model. The correlation 

coefficient is a significant mathematical proportion of interrelationship between two variables, 

with a value between -1 and 1 reflecting the strength of the link of the observed data for the two 

variables. (Department of Statistics and Data Science, 1997). 

A linear regression line has a condition of the shape Y = a + bX, where X is that the explanatory 

variable and Y is the dependent variable. The slope or the coefficient of the line is b, and a is 

that the intercept (the value of y when x = 0). 

The most well-known technique for fitting a regression line is the technique of least-squares. 

The least-squares method finds out the best fitting line for the data by limiting the number of 

squares of the vertical deviations from every datum to the line. Since the deviations are first 

squared, then, at that point added, there is no abrogation among positive and negative values. 

Advantages of Simple Linear Regression Model  

Linear Regression is easy to carry out and simpler to explains the output coefficients. 

Whentyoutknowtthetrelationshiptbetweentthetttindependent andtdependenttvariablestistlinear, 

lineartregression is the ideal approach to employ since it is less complicated than other 

techniques. 

Linear Regression is allowing to be over-fitted, yet it tends to be tried not to utilize some 

capacity lessen methods, regularizationt(L1 and L2)ttechniques,tandtcross-validation(Priyanka 

Parashar, 2020) . 

Disadvantagestof Simple LineartRegression Model  

Lineartregression technique outliers can have vast consequences. 

Differently, linear regression expects a straight connection among dependent and explanatory 

variables. That implies it presumes that there is a straight-line connection between them. It 

assumes independence between characteristics (Amiya Ranjan Rout, 2020). 
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3.4  Model Validation 

Model verifications refer to the process of confirming that the model achieves its intended goal. 

In most situations, this will involve confirming that the model is foresighted in the states in 

which it is being used consciously. This type of validation is accomplished by comparing model 

reflections to a separate experimental data collection.  The data inside in the training set cannot 

contained in the data collection in the test set. 

To validate the Time series AutoregressivetIntegratedtMovingtAveraget(ARIMA) andtLinear 

Regressiontmodels for forecast annual industrial electricity sales, hold-out cross-validation is 

used.  

3.4.1 Hold-out Cross Validation 

Cross-Validation is a resampling approach that divides the dataset into two sections: training 

and test data. The train data is used to create the model, while the unseen test data is used to 

forecast. If the model outperforms the test data and provides high accuracy, it means the model 

did not overfit the training data and may be utilized for prediction (Lakshana, 2021). 

 In the hold-out cross-validation method, the original collection of data divide to training and 

test data sets as shown in Figure 3.3.  Typically, the training dataset is more significant than the 

hold-out dataset. Typical ratios used for split data set include 80:20, 60:40 (Vedas Data, 2018).  

Figure 3. 3Cross validation illustration 
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3.5 Model Evaluation 

After fitting the model, the subsequent stage is to assess the accuracy of that model. Evaluating 

a model is a vital advance that is performed all through the development of the model. 

Efficiency Measurement To assess the model performance, the test set was used to measures 

the real values opposite the forecasted values. Root Mean Square Error (RMSE) and Coefficient 

of Determination (R2) techniques were used to calculate the accuracy of the models in this 

study. 

 

3.5.1 Root Mean Square Error (RMSE) 

The Root Mean Square Error (RMSE) is the square root of the difference of the remaining. It 

shows unquestionably fit of the model to the data–how keenly noticed data points are to the 

model’s forecasted values.  As the square root of the difference, RMSE can be explained as the 

standard deviation of the non-explainable variance and has the valuable property of being in 

the same units as the response variable. Lower upsides of RMSE demonstrate a better fit. The 

RMSE is a good indicator of how correctly the model predicts the response. If the major purpose 

for the model is prediction, this is the primary foundation for fit(Martin Kare, 2013). 

 

 

 

 

 

 



 

 

 

24 

 

 

3.5.2 Mean Absolute Percentage Error (MAPE) 

 

The Mean Absolute Percentage Error (MAPE) is a proportion of how accurate a predicted 

model is. It appraises this accuracy as a rate and can be purposeful as the average utter percent 

fault for each period minus real numbers divided by absolute numbers (Stephanie, 2021).  
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3.5.3 Coefficient of Determination (R2) 

 

The coefficient of determination(R2), also known as "R squared" is a statistical measure that 

addresses the extent of the difference for the dependent variable simplified by the independent 

variable. 

Though correlation explains the strength of the connection between an independent and 

dependent variable, R-squared indicates how well one variable's variance describes the 

variation of another. In this vein, if a model's R2 is0.50, the model's inputs can explain roughly 

half of the observed variance. (Fernando Jason, 2021). 

 

3.6 Machine Learning approaches used for the forecasting models 

Linear Regression is a machine learning algorithm based on supervised learning. Using Scikit-

learn machine learning library for the Python programming language split the data set in to 

taking and test data sets for cross validation. 
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Figure 3. 4 Imported machine learning and statistical packages 

 

Figure 3. 5 Splitting the data set for cross validation 

 

Above Figure 3.4 shows the machine learning python packages and statistical packages used 

for the linear regression forecasting. Figure 3.5 shows how the data set divided in to training 

and testing data sets for cross validate the implemented model. 

 

Using the same Scikit-learn machine learning library Linear Regression model implemented 

and fitted to the training dataset as shown in the Figure 3.6. 

 

Figure 3. 6 Implement the linear regression model 

 

To evaluate both time series ARIMA model and the Linear Regression model used the Scikit-

learn machine learning library. Below Figure 3.7 and Figure 3.8 shows the source code how it 

done. 
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Figure 3. 7 ARIMA (0,2,1) model evaluation 

 

Figure 3. 8 Linear Regression model evaluation 
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CHAPTER 4  

RESULTS AND EVALUATION 
 

4.1 Data set Analysis 

Information used in the estimation consists of annual Industrial electricity demand data over 

the period 1969 – 2018 inclusive. It would have been interesting had the analysis been done on 

monthly data instead of annual data, but no reliable monthly data for the period of 1969-2003 

is available to the authors. 

First, data set checked for the missing values and there were zero columns that have missing 

values. 

4.1.1 Time Plot  

As the subsequent stage, time series plots of industrial power utilization were developed and 

checked whether the data includes a seasonality modification. 

As in the below Figure 4.1 there is no seasonality in the annual industrial electricity sales data 

set in Sri Lanka.  

 

Figure 4. 1 Time plot 
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As shown in the Figure 4.1 from year 1969 to 1995, industrial electricity sales state a sleek 

quadratic trend, however when year 1995, it has slight change. Overall annual industrial 

electricity sales have a rapid trend throughout the past thirty years. 

 

4.2 Autoregressive Integrated Moving Average (ARIMA) Results 

4.2.1 Augmented Dickey Fuller test (ADF Test)  

The underlying advance performed by utilizing the Unit Root test method named ADF to 

estimate the stationary conditions of industrial electricity sales. In Table 4.1 assessed results are 

introduced. 

Table 4. 1 Augmented Dickey Fuller test results for original data set 

Data set ADF test P Value 

Industrial electricity Sales 3.590168 1.000000 

 

Because of the original data of industrial electricity utilization and the first differenced data 

both are not stationary, the second differenced data were considered. In keeping with the Table 

4.2 outcomes, second differenced data of industrial electricity sales were stationary under the 

0.05tleveltoftsignificance.t 

 

Table 4. 2 ADF testtresultstfor 2nd differenced data set 

2d Differenced Data set ADF test P Value 

Industrial electricity Sales -4.636959 0.000110 

 

Augmented Dickey Fuller (ADF) test results gave a confirmation on stationarity in the annual 

industrial electricity sales data set in Sri Lanka.  
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4.2.2 Identifying AR and MA using Autocorrelation (ACF) and Partial 

Autocorrelation (PACF) Plots 

 

The conduct of the ACF and PACF was inspected deliberately to recognize the potential 

stochastic models. 

 

Figure 4. 2 Autocorrelation Plot 

 

Figure 4. 3 Partial Autocorrelation Plot 
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As shown in the Figure 4.2 and Figure 4.3, they each offer a reasonable pattern. PACF gradually 

tightens to 0, even though it has two spikes at lags 1 and 2. On the other hand, the ACF plot 

shows a tightening design, with slacks gradually corrupting towards 0. 

First, tried to fit the ARIMA (2,2,5) model with the values shown in the ACF and PACF for p 

and q. But it was not successful.  Therefore, changed the values of p and q and tried a few 

different models.  Best fitted model is ARIMA (0,2,1) with 582.578 Akaike Information 

Criteria (AIC) value. As shown in figure 4.4 Same ARIMA model (ARIMA (0,2,1)) gave from 

the Auto Arima   function for the best fitted ARIMA model for the industrial electricity data set 

in Sri Lanka.  

 

Figure 4. 4 Results of Auto Arima 
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4.3 Simple Linear Regression Results 

Industrial sector electricity data set in Sri Lanka fitted to the linear regression model using 

sklearn and fitted the model to the training dataset calculate the Coefficient and Intercept 

shown in the Table 4.3. 

 

 Table 4. 3 Calculate the Coefficient and Intercept for the training data set 

Data set Coefficient Intercept. 

Industrial electricity Sales 77.1627 -152191.9297 

 

 

Below Figure 4.5 shows the linear regression line fitted for the training data set of Industrial 

electricity data set in Sri Lanka. And Figure 4.6 shows the linear regression line fitted for the 

testing data set of Industrial electricity data set in Sri Lanka. 

 

 
Figure 4. 5 Linear Regression line fitted for the training data set 
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Figure 4. 6 Linear Regression line fitted for the testing data set 
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4.4 Predicted Values 

The created model applied to the calendar years 2009 -2018 and the predicted Industrial 

sector electricity sales in Sri Lanka for the same period of testing data set from the Time 

series ARIMA (0,2,1) model and Linear regression model with actual Industrial sector 

electricity sales are shown in the Table 4.4. 

 

Table 4. 4 predicted Industrial sector electricity sales from the Time series ARIMA (0,2,1) model and Linear 

regression model with actual Industrial sector electricity sales 

Year Industrial Sector 

Electricity Sales 

(GWH) 

Predicted Industrial 

Sector Electricity 

Sales (GWH) from 

Time Series ARIMA 

model 

Predicted Industrial 

Sector Electricity 

Sales (GWH) from 

Linear Regression 

model 

2009 2518 2793.07 2828.02 

2010 2871 2911.80 2905.18 

2011 3132 3033.20 2982.34 

2012 3285 3157.28 3059.51 

2013 3344 3284.02 3136.67 

2014 3498 3413.43 3213.84 

2015 3607 3545.52 3291.00 

2016 3864 3680.27 3368.16 

2017 4042 3817.69 3445.32 

2018 4289 3957.78 3522.49 

 

 

4.5 Evaluating the models 

To forecast future industrial sector electricity sales in Sri Lanka the built ARIMA and Linear 

Regression models should evaluate. For evaluate the models, Root Mean Square Error (RMSE), 

Mean Absolute Percentage Error (MAPE), and coefficient of determination(R2) measures has 

been calculated separately. 
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4.5.1 Evaluating the ARIMA (0,2,1) model 

The ARIMA (0,2,1) model, with a low RMSE of 176.553 GWH is determined rapidly. For an 

uncomplicated model this RMSE esteem is a decent outcome, and The results in Table 4.4 

convey that the predicted electricity sales are extremely close to the actual industrial electricity 

sales values. ARIMA (0,2,1) model MAPE is 15.418; on average, that means the forecast is off 

by 15.42%. And the accuracy of the model is 84.58%. R2 measures for the ARIMA (0,2,1) 

model is 0.880 that means the strength of the relationship between the ARIMA (0,2,1) model 

and the dependent variable is 88%. 

4.5.2 Evaluating the Linear Regression model 

The linear regression model shows a RMSE of 347.508 GWH. This RMSE value is also a 

decent outcome for an uncomplicated model. The forecasted values are much of the time lower 

than the original values, as shown in Table 4.4. Linear Regression model MAPE is 38.255; on 

average, that means the forecast is off by 38.26%. And the accuracy of the model is 61.74%. 

R2 measures for the linear regression model 0.829 implies that thetstrengthtoftthetrelationship 

betweentthe linear regression model andtthe relianttvariable is 82%. 

 

Table 4. 5 RMSE, MAPE and R2 values of ARIMA (0,2,1) model and Linear Regression model 

Model RMSE MAPE R2 

ARIMA (0,2,1) 

model 

176.553 GWH 15.418 0.880 

Linear Regression 

model 

347.508 GWH 38.255 0.829 
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CHAPTER 5  

CONCLUSION AND FUTURE WORK 
 

5.1 Conclusion 

 

A definitive purpose of this study was to distinguish the best forecasting model from the time 

series ARIMA model and Linear regression model, which can be utilized to estimate future 

electricitytsales in thetindustrialtsectortintSri Lanka.  Thetmodel with thetleast MAPE, least 

RMSEtandthighesttR2  ttistselectedtastthe besttforecastingttmodel. According tottthe Table 4.5 

thetcomparison of the accuracy of the two models showed that the forecasts generated from the 

ARIMA (0,2,1) is more precise than of the linear regression model. 

 

Accordingly, it was reasoned that the most fitting model to estimate industrial electricity sales 

in Sri Lanka is the ARIMA (0,2,1) model. The corresponding Root Mean Square Error was 

176.553 GWH, MeantAbsolutetPercentagetError was 15.41%, andtthe coefficienttof 

determinationtis 88% respectively.  

 

Data patterns illustrate that the annual industrial electricity sales have quadratic trend during 

the past 30 years. 

 

5.2 Future Work 

In this research, only the time series ARIMA and Linear regression were utilized. However, 

many other techniques can be used to predict electricity sales, such as neural network models, 

data mining techniques, etc. An examination of such practices to recognize methods for the 

more precise forecast of electricity sales might be helpful. Only the annual electricity sales were 

used for this study, but it would have been interesting had the analysis been done on monthly 

data instead of annual data. This study mainly focused on univariate prediction analysis; 

however, multivariate forecast using other dependent variables would give a more accurate 

forecast of electricity sales may be helpful. 
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