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ABSTRACT 
 

Weather forecasting is the task of determining the future conditions of the atmosphere for a 

given area. It is a one of the most challenging issues around the world for more than decades. 

Accurate weather prediction is more important because it has a direct impact on the social and 

the economic factors. For an example agricultural and industrial sectors are heavily depending 

on the weather predictions. Since Sri Lanka is a tropical country, it consists with mainly two 

seasons such as dry and wet season. These seasonal differences are highly impact on the 

economy of the country because agricultural products and rice production are act as the major 

role in Sri Lankan economy. Therefore, a reliable weather prediction is necessary to determine 

the best time to start planting and gaining maximum harvest. Further the meteorological 

elements such as rainfall, temperature, humidity and windspeed are immensely affect many 

aspects of human livelihood. They provide analytical support for the issues related to urban 

computing such as electric power generation planning, traffic flow prediction, air quality 

analysis and so on. 

Therefore, in recent weather prediction has become a more important research area. Hence the 

researches are more concern with developing a reliable and accurate weather prediction model. 

So, the main goal of this research is to estimate the weather variations by utilizing the predictive 

analysis. During this analysis, various data mining and machine learning algorithms are used 

to develop a better weather prediction model. This research mainly introduces the Artificial 

Neural Network, Time series analysis, Regression analysis and Decision Tree approaches as 

the main data mining and machine learning techniques for predicating the weather conditions. 

Throughout this research it mainly concerns about the rainfall, temperature, windspeed, relative 

humidity and atmospheric pressure as the weather parameters for developing the predictive 

model. 

The field of machine learning has received much interest from scientific community. Hence 

machine learning techniques like artificial neural networks are a good candidate for the 

prediction of weather conditions with large data sets. Also, weather forecasting with time series 

analysis has become an important mechanism in numerous meteorological applications as well 

as other environmental areas for determining the phenomena like temperature, relative 

humidity, pressure, rainfall etc. Therefore, the major concern of this research is to develop a 

weather prediction model using artificial neural networks and time series analysis while 

applying the other data mining and machine learning approaches such as and regression 

analysis and decision trees to achieve a reliable forecasting model. 
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CHAPTER 1: INTRODUCTION 
 

1.1. Introduction 
 

Weather variation is a one of a major environmental concern for the livelihoods, food 

production, hydro-power operations, water availability and forest biodiversity in many 

countries around the world.[1] Moreover, these weather variations are widely impact on the 

developing countries located in the tropical regions of the world. Hence Sri Lanka has a high 

impact with weather variations comparing with the developed countries. 

The impacts of weather variations cause an important environmental, economic and social 

challenges. Thousands of human lives are lost around the globe every year including significant 

damage on property and animal lives due to natural disasters such as flood, storms, landslides, 

heat waves, etc.[2] One of the main reasons for the above natural disasters is the unexpected 

weather conditions. Therefore, the ability to forecast the trends and the extreme events in the 

local weather variation has an important social and economic consequences.[3] It is essential 

to successfully address these weather variation challenges to develop the sustainability of 

modern living conditions, especially in domains such as human health, agriculture, global and 

regional economic systems and ecological management. 

In this research it is being looked for developing a reliable weather predictive model using data 

mining and machine leaning techniques. 

 

1.2 Problem Domain 

 
This research is mainly correlated with some of the key areas in modern computer science such 

as data mining and machine learning domains. In this study, it describes how data mining and 

machine learning techniques can be applied for developing a reliable weather predictive model. 

Weather is one of a major key aspect of human life because it immensely affects the human 

activities. Hence it is very important to have reliability and the accurate weather predictions. 

Weather prediction is an essential application area in meteorology domain, and it is one of the 

most technologically and scientifically challenging issues around the world. Therefore, the 

main concern of this study is to develop a reliable weather predictive model using data mining 

and machine learning techniques.
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1.3  Problem 
 

There have been remarkable weather variations during the past few years and decades. Because 

of these unpredictable weather variations, human beings have faced numerous problems such 

as natural disasters like floods, earthquakes, tornadoes and tsunami. This will tremendously 

effects on economic, social and environmental stability.[3]  

Therefore, there is a high requirement for a more reliable and accurate mechanism to detect the 

weather variations.[4] Although there is a necessity for a reliable and accurate weather 

prediction mechanism in Sri Lankan context, because of the issues with analyzing huge amount 

of data obtained from remote sensors like satellites, sensor networks, weather radars, etc... [3] 

and the lack of more precious domain knowledge along with the lack of new technologies 

compared with the foreign countries and uncertainty of the weather has make it difficult to 

come up with an accurate and reliable weather predictive model.  

Though there is a mechanism for analyzing the weather variations in Sri Lanka, it is still in a 

poor level and no proper technique to analyze weather changes by applying the new 

technologies and predict it in advanced.[5] Hence it cannot facilitate the social and economic 

activities in a wide range. 

Therefore, there is a high requirement for introducing a new and reliable weather predictive 

model by using new technologies like data mining and machine learning techniques to predict 

the weather variations in advanced for mitigating overall damage occurs due to weather 

variations.  

1.4  Motivation 
 

As mentioned in the above problem section, there is a lack of proper weather prediction 

mechanism to achieve reliable prediction results in Sri Lankan context. Although there are 

existing methods to predict the weather variations beforehand, the predictions are not quite 

accurate for making future decisions based on the predicted output. Hence the several 

unpleasant circumstances as natural disasters are occurred due to lack of weather forecasting 

methodologies, although there are precautions available for those issues. Therefore, there is a 

requirement for a reliable weather variation predictive model for Sri Lankan context. Hence it 

would be benefit for all the researches if this research gap is fulfilled. Therefore, the main 

motivation of this study is to take the initial step to reduce the above-mentioned research gap 

by analyzing the weather data using data mining and machine learning techniques. 
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1.5 Exact Computer Science Problem 
 

There are considerable number of researches have been carried out under analyzing and 

forecasting the weather variations throughout several years. But somehow it still remains as 

ongoing researches due to some challenging factors associate with this research domain. Some 

of the factors are dependability of the weather variables on many human activities, 

advancement of various technologies that are directly related to this research domain such as 

evolutionary of the computation and the improvements in the measurement systems. Hence as 

mentioned in the problem section above, coming up a better and a reliable solution for weather 

prediction is still remain as a challenging task. Therefore, the actual computer science problem 

that is going to be addressed by this project is, applying data mining and machine learning 

methodologies for finding a better approach of predicting the weather variations. Predictive 

analytics is mainly driven by using predictive modelling and predictive models are generally 

include machine learning algorithms. These models can be trained over time for responding to 

new values or data by delivering the results as the requirements specified. 

 

1.6 Research Contribution 

1.6.1 Goal 

The main goal of this study is to develop a reliable approach which is capable of predicting the 

weather variations using and data mining and machine learning techniques. 

1.6.2 Objectives of the Study 

• Identify the factors which are mainly influence on weather variations by doing the literature 

surveys and background studies. 

For achieving this objective, it needs to perform a critical study about the area of weather 

changes through literature surveys and background studies. When identifying the factors, 

it is necessary to give priority for the factors which causes high impact on the weather 

changes. Temperature, windspeed, relative humidity, windspeed and atmospheric pressure 

are some of the main factors which highly affect to the weather variations. 

• Identify how the weather variations have been occurred in the Sri Lankan context according 

the identified factors. 

• Identify the techniques that can be used to develop the weather predictive model. 
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Here it needs to perform a critical survey on techniques, for finding out the most appropriate 

mechanism to solve the problem. There are several techniques such as time series analysis, 

regression analysis and clustering analysis and artificial neural networks that can be useful 

when predicting the weather changes. 

• Design and develop a reliable weather predictive model, as a solution for addressing the 

issues related to weather predictions in Sri Lanka. 

By considering the weather changing factors and the appropriate data mining and machine 

learning techniques, it needs to develop a weather predictive model which facilitate future 

predictions. 

• Evaluate the proposed weather predictive model to ensure the accuracy and the reliability 

of the model. 

The proposed predictive model needs to be evaluated with the past data records of the 

weather changes and the evidences, to ensure the accuracy of the model. If the proposed 

model outputs are mapped correctly with past weather data evidences, then it can be 

determined as the solution is reliable and accurate. 

1.7 Scope 

This project involves developing a reliable weather predictive model for predicting the weather 

variations in Sri Lanka. The actual weather data which obtained from the Department of 

Meteorology in Sri Lanka are used for developing the proposed weather predictive model 

because they are highly related to the Sri Lankan domain. Further based on the availability of 

the services; data sets which obtained from the web APIs and the web sites such as weather 

underground[6] are used to collect the data sets. When analyzing the weather changes with the 

proposed weather predictive model, we specially focus on the weather variables which mainly 

affects to the weather variations such as temperature, wind speed, relative humidity, rainfall 

and atmospheric pressure as the inputs for this model. Based on the availability of the data 

related to the weather changes, other weather variables such as precipitation and the cloud 

formation also can be used as the inputs for this proposed weather predictive model. 

Since the data we use for developing the predictive model are raw data, they need to be 

summarized using the suitable methods and should create an aggregated data set. Further Data 

mining and machine learning techniques are used for the analysis of the data when developing 

this new model. Finally, an evaluation is performed to check the accuracy and the reliability 

levels of the new weather predictive model. 
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CHAPTER 2: LITERATURE REVIEW 
 

2.1 Introduction 

In this chapter we give a critical review of the research in the area of weather variations for 

identifying the weather elements that lead to a high impact on weather variations and the 

available methodologies for implementing a reliable weather prediction model. For this 

purpose, this chapter has divided in to sub sections such as, main reasons for weather and 

climate variations and impacts associate with these variations, existing approaches for 

predicting the weather variations and the future trends in developing enhanced and reliable 

weather predictive models. This Chapter also define the research gaps with existing 

methodologies related to the weather variations by considering the literature review. 

 

2.2 Main reasons for weather and climate variations and impacts 

associate with these variations. 

There are several researches going on for developing more reliable and accurate, climate and 

weather predictive models. By using these predictive models it enables to evaluate the climate 

and weather variations happen in globally because it is one of the most important area for the 

existence and well-being of the humans.[3] [7] [2] Various researches have been conducted for 

identifying the main courses for the climate and weather changes. 

Throughout those researches, researchers have identified that there are more common 

environmental factors which affect to the climate and weather changes immensely such as 

rainfall, temperature, relative humidity, air pressure, wind circulation, atmosphere, etc.[7] [8] 

Other than the above mentions major factors; distance from sea, ocean currents, relief and 

proximity to the equator also affect to the weather and climate changes.[3] 

Other than the environmental factors, human related activities such as forest distortion, 

population increasing, emission of greenhouse gases, fuel burning, cities, farms and usage of 

lands also highly affect to the climate and weather changes.[3] There are mainly three types of 

climate related data which can be used for the knowledge discovery. They are temporal data, 

spatial data and the spatiotemporal data.[3] It is a rigorous task to discover knowledge from 

temporal, spatial and spatiotemporal data related to the climate changes.[3] There are several 

challenges associated with these data such as nonlinear dependence, long memory processes in 

time, analysis of extremes, regional change and nature of historical observations.[3] [7] 

Historical data may be incomplete and noisy. When data is noisy and incomplete it will 
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complicate the study of extremes and correlations.[7] On the other hand the weather and 

climate related data are generated from the remote sensors like satellite and weather radars, situ 

sensors and sensor networks and etc. The outputs get from the climate or earth system models 

produce terabytes of temporal, spatial and spatiotemporal data. Therefore, the rate of data 

generation and the storage is far exceeding.[3] Hence it lost the opportunity to analyze the data 

and get the insight knowledge about the data properly.   

Because of the weather variations, there is a huge impact occurs on economic, social and 

environmental stability. It causes huge damage on human lives and living conditions of the 

humans. Weather variations will exacerbate the already worsening situations in industries such 

as agriculture, fisheries, financial sectors in developing countries while it will do economic 

damage to the developed countries.[3] [2] In the below section it describes how data mining 

and machine learning can be used to overcome the above-mentioned impacts caused by climate 

and weather variations. 

 

2.3 Existing approaches for predicting the weather variations. 

Among ongoing several researches for evaluating the weather variations happen in globally, 

one of the most reliable existing climate and weather modelling tools is Community Climate 

System Model version 3(CCSM3). CCSM3 can be identified as a framework which enables 

test and build different kind of climate models instead of acting as a single climate 

model.CCSM3 is consisting with four sub models such as land, sea-ice, ocean, atmosphere and 

connected with a coupler which exchanges information with the sub models.[3] Although there 

are accurate models like CCSM3 globally, it generates terabytes of data. Therefore, it is a 

challenge for mining or the analysis of the climate data. Climate refers to the average weather 

conditions over a long period of time, normally 30 years whereas, Weather refers to the 

atmospheric conditions in a specific place over short period of time. [9]. Hence climate models 

are used in globally and limited way because of the need of high processing power for terabytes 

of data. But the weather prediction models can be developed without high requirement of the 

super computers and more powerful hardware for processing the data. Although it is not 

necessarily super computers for processing the weather data, it is a rigorous task to mine and 

analysing the data.  

Because of that spatial and the spatiotemporal data mining (SSTDM) methodologies need to 

be introduced. [3] [2]  In the theoretical foundation of the SSTDM they imply that since leaning 

samples are not independent, the traditional data mining techniques are not enough for the 
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mining purpose. They emphasise that the correlations and the seasonal effects also need to 

consider when applying the data mining techniques.[3] [7]  Some of the researches have 

conducted the researches to identify the various correlations between the factors which effects 

on the weather changes.[10] Also, they have identified that various data mining and machine 

learning techniques such as artificial neural networks, time series analysis [11], clustering 

analysis, regression analysis can be applied to explore the weather data accurately. [12] [2] 

when handling the nonlinear regressions support vector machines can be used.[2] With the 

rapid development of data mining and machine learning techniques, researches have tend to 

find more and more forecasting rules which can be applied for the  meteorological and 

computer science area for determine the significance of data mining and machine learning in 

the area of weather forecasting. Weather forecasting is a one of the most sophisticated and 

challengeable task in machine learning domain because of the collection of massive volume of 

data, noise and the missing data, large search space and the complexity of the knowledge that 

needs to be discovered.[13]   

One of the major factor which indicate the weather variations is rainfall. [7] [2] Therefore, 

there is need for an accurate mechanism for predicting the rainfall derivativities using data 

mining and machine learning techniques. Rainfall shows unique characteristics of high 

volatility and chaotic patterns that doesn’t exists in other time series.[2] [14] Following are the 

machine learning algorithms that can be applied for rainfall prediction using rainfall 

derivatives. They are Markov chain analysis, Generic programming, Support vector machines, 

K-nearest neighbours, Radial basis neural networks, M5 rules and M5 model trees.[2] 

According to the literature, the most commonly and successful used rainfall prediction is the 

Markov-Chain extended with rainfall prediction(MCRP).[2] [15] MCRP is mainly have two 

stages. First stage is to produce an occurrence pathway using a Markov-chain (a sequence of 

rainy or dry days). The second stage is to generate a random rainfall amount (from a 

distribution) for every rainy day in the sequence. MCRP is having advantages such as it is a 

simplistic and lightweight algorithm for the problem of daily rainfall prediction.[2] But there 

are some disadvantages associate with MCRP such as heavily reliant on past information and 

that information are being reflective of the future. Because MCRP takes the past average value 

to be the major contribution for the future rainfall.[2] Therefore it produces weak predictive 

models that the annual derivations and short term behaviour in rainfall are not be captured. 

Hence it doesn’t produce a general model that can be applied to the all cities.[7] [2] [15] Most 

of the machine learning applications are used for the short-term predictions such as for few 

hours and monthly amount of rain fall. Machine learning algorithms such as feed-forward back 
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propagation neural networks, multivariate time series analysis and Generic programming can 

apply to predict the rainfall derivatives.[2] [16]  According to the literature, Artificial Neural 

Networks (ANN), Time Series Analysis and Regression Analysis [4] [17] [11] have been 

widely used for simulating and forecasting of meteorological variables such as rainfall, 

temperature, wind speed, relative humidity and atmospheric pressure.  But those algorithms 

also support only when the specific conditions are satisfied. [18] 

 

2.4 Future trends in developing enhanced and reliable weather 

predictive models. 

According to the 2.1 section, developing a predictive model for identifying the weather 

variations is major concern in weather forecasting researches. For achieving this goal, data 

mining and machine learning approaches can be used to develop a reliable weather predictive 

model. But proposing an accurate and reliable mechanism and algorithm for predicting the 

weather variations is a research talent in data mining and machine learning research area. 

Research Achievements Limitations 

[3] • Entire field of time series analysis and forecasting 

relies on auto correlation function (ACF) and 

Fourier transformation of ACF 

• Dependent among time series whether linear or 

non-linear remains important.  

• Performance is low  

[7] • fingerprinting technique is used to predict 

extreme rainfall events 

• Consider rainfall data as well as the wind pattern 

data to develop the model 

• Performance is high. 

• coarse-resolution data is used 

because of the unavailability of 

fine-resolution 

observed/reanalysis data 

[2] • Predicting accumulated rainfall amounts using a 

Sliding Window Algorithm 

• Predict the accumulated rainfall amounts (rather 

than predicting daily rainfall) 

• Only consider about the rainfall 

data analysis 

[13] • Developed an approach called inexact field 

learning to produce high quality rules from the 

low-quality data, the FISH-NET algorithm.  

• Only consider about the rainfall 

data analysis 
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• FISH- NET algorithm achieves better prediction 

rate comparing with C4.5 algorithm, K- nearest 

neighbor method and discriminant analysis 

algorithm. 

• FISH- NET algorithm overcomes the LPA (Low 

prediction Accuracy) problem on large low-

quality data sets. 

[19] • Detecting climate changing patterns using 

multivariate time series. 

• Used clustering and cluster tracing technique 

• Pattern may break in to 

periodically appearing 

substructures. 

Table 1: Summary of findings of the existing researches 

2.5 Approach for filling the existing research gap by using literature 

review and novel methodologies.  

Based on the literature review, there are large number of researches are conducting for solving 

the problems associate with weather forecasting. Researchers are very keen about finding the 

new methodologies for developing reliable and accurate weather forecasting models. Among 

those methodologies, developing weather predictive models using data mining and machine 

learning technologies has gained high consideration because data mining and machine learning 

methods are enabling to explore and find the hidden patterns in the data sets. [3] [2] [12] 

Though there are several data mining and machine leaning methods are available for exploring 

the weather related data such as Artificial Neural Networks (ANN), time series analysis, 

clustering analysis, regression analysis, support vector machines, K-nearest neighbours and 

Bayesian Networks [2] [19] there are several limitations associated with these analysing 

methods. Limitations addresses such as performance issues, handling noise and missing data, 

outlier detections, detecting co-relations between weather variables and etc. Therefore, there is 

a high requirement for introducing a new and reliable weather predictive model by using data 

mining and machine learning techniques while addressing the limitations of the existing 

weather forecasting models to overcoming the existing challenges. Further there is no proper 

mechanism to address the weather variations in Sri Lanka because of the less researches done 

related to the weather variations in Sri Lankan Context. Hence by developing a reliable weather 

forecasting model, it benefits for mitigating overall damage occurs due to weather variations 

in advance. 
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2.6 Summary  

This chapter presented a critical review of the research in the area of data mining and machine 

learning approach for predicting the weather variations. As the major output of the literature 

review, we have identified the research problem as the unavailability of a reliable and accurate 

weather predictive model for predicting the weather variations in Sri Lankan context. Although 

there are several researches are going on for identifying the weather variations globally,[20] 

[1] [21] there is no proper mechanism to address the weather forecasting in Sri Lanka properly. 

Therefore, there is a necessity for predicting weather variations in Sri Lankan context for 

obtaining the economic, social and environmental stability.  
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CHAPTER 3: METHODOLOGY 
 

3.1 Problem Analysis 

In this section we investigate the research problem to gain more insight understanding about 

the problem domain for suggesting a better and practical solutions for solving it. According to 

the carry out study there is a requirement for a reliable weather predictive model for forecasting 

the weather variations. The aim of this study is to develop a weather predictive model using 

data mining and machine learning techniques. According to the literature, there are several 

factors that affects to the weather variations. Among those factors temperature, windspeed, 

relative humidity, atmospheric pressure and rain fall are mainly affecting to the weather 

changes. [1] [22] 

Researchers have identified that there are so many environmental factors which affect to the 

weather changes apart from the main factors like temperature, windspeed, relative humidity, 

atmospheric pressure and rain fall. Other environmental factors can be categorized as distance 

from sea, ocean currents, relief and proximity to the equator.[3] Apart from the environmental 

factors, human related activities such as forest distortion, population increasing, emission of 

greenhouse gases, fuel burning, cities, farms and usage of lands also highly affect to the climate 

and weather changes.[3] 

According to this study it only considers weather factors such as the temperature, wind speed, 

relative humidity, atmospheric pressure and rainfall for carrying out the research. During past 

years there are several researches have been conducted for identifying the relationships 

between these variables. But the problem is still remaining in the unsolvable condition because 

of the uncertainty of the weather variations and the dependability of the core weather variation 

factors with the other environmental factors. According to the literature researches have used 

the data mining and machine learning techniques to achieve the above-mentioned problem up 

to a considerable extent.[3] Data mining is defined as the process in databases that used to 

discover, extract and reveal previously unknown , hidden , meaningful and useful patterns. 

Data mining is the analysis step of the “knowledge discovery in databases” (KDD) process.[3] 

There are several data mining techniques that can be applied base on the requirement. Some of 

the data mining techniques are Regression Analysis, Classification, Association Rule 

Discovery, Clustering, decision trees and etc. Data mining techniques can be used for 

identifying the automatic pattern predictions based on the trend and behavior analysis and make 

predictions based on the trend and the behavior analysis.  
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Machine Learning (ML) is identified as the brain science of modern computer science. It can 

be categorized as a subbranch that comes under the tree of Artificial Intelligence (AI). By using 

machine learning techniques, it enables to study about the pattern description and predictions 

with the help of statistical based algorithms. These algorithms can act automatically without 

any human interference. Most of the scenarios these algorithms have three phases such as 

implementing, training and testing phases. After trained the algorithm with appropriate data, 

these algorithms can find some hidden information from newest data which the algorithm 

couldn’t met before. Therefore, these algorithms act as filters that enables to separate and 

extract information from data. Hence machine learning techniques will replace the position of 

the newest computer brain science as it uses prior experiences which have met earlier or some 

basic instruction to determine and extract some unseen information from new data. Therefore, 

by using data mining and machine learning techniques it enables to develop a reliable weather 

prediction model. 

 

3.2 Proposing Model / Design  

The main focus of this project is to develop a solution model for predicting the weather 

conditions using data mining and machine learning approaches. As the first step it needs to 

identify the factors which causes the weather variations by doing the literature surveys and 

background studies. There are several factors that affects to the weather variations. Among 

those factors’ temperature, wind speed, relative humidity, atmospheric pressure and rainfall are 

mainly considered as the Weather parameters in this study. Since these factors are specific data 

which belong to the meteorology domain, mainly the data sets are acquired from the 

Department of Meteorology in Sri Lanka. Other than the data obtained from the Department of 

Meteorology, the data sets are also acquiring from the web APIs and the web sites such as 

‘Weather Underground’[6] based on the availability and the applicability of the data to the Sri 

Lankan domain.  

Data mining and Machine learning approaches are used to develop this weather predictive 

model. When applying the data mining techniques, it needs to have a comparably large data set 

for the analysis purpose. Since the data obtained from the various resources are raw data, we 

need to apply the preprocessing techniques and the other relevant techniques to summarize the 

data set with related variables. Then this aggregated data set can be used for the analysis of the 

weather variations.  



13 
 

The following sections describes how the data mining process can be carried out for the raw 

weather data that are collected from the various resources. After completing the data collection 

from various sources, preprocessing techniques need be applied. Data preprocessing consist 

with main stages such as data cleaning, data integration and data reduction. Under data cleaning 

step missing, duplicated and the faulty data will be removed from the database. During the data 

integration step, it converts the different data types which obtained from different databases 

into a single type. This can achieve by using data synchronization tools, data migration tools 

and the Extract-Load-Transformation (ETL) process. In the data reduction step, it will reduce 

the number of data and variables which will be suitable for a short-term analysis process if the 

analysis results are not changed. Then the data selection step is performed and set of samples 

that are appropriate for the query are selected. As the next step data transformation is performed 

and, in this step, it transforms data into relevant form required by the mining procedure. Finally, 

in the data mining step, relevant data mining techniques are applied for the final data set. When 

analyzing these summarized data, several data mining and machine learning techniques such 

as Artificial Neural Networks, Regression analysis, Time series analysis and Decision Trees 

are used to develop the weather prediction model.  By applying the above techniques to the 

data set and observing output results we can identify the most appropriate techniques which 

gives the accurate data analysis related to the weather variations. And finally, the discovered 

knowledge is evaluated according to the novelty and the validity in the pattern evaluation 

process. Then based on the output results, it is possible to develop a weather predictive model 

which can predict the weather more reliably. After coming up with the predictive model we 

can divide the data set into training set and test set and evaluate the model for checking the 

accuracy with the future predictability of the proposed weather predictive model. 
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Figure 1: High Level Diagram 

 

3.3  Dataset Creation 

3.3.1  Weather Data Set 

Generally, most of the machine learning techniques are involved with the data mining domain 

problems and associates with data sets. The data used in this work was collected from the 

‘Weather Underground’[6] website and the Department of Meteorology in Sri Lanka . As 

shown in Figure 2, data set consist of daily Temperature, Dew Point, Relative Humidity, 

Windspeed, Pressure, Rainfall and Precipitation measurements in the period 01/01/2013 to 

30/09/2020 from weather station Ratmalana Airport Station at latitude 6.92 °N and longitude 

79.83 °E in Colombo, Sri Lanka. The dataset consists with approximately 2820 data records.  

 

Figure 2: Weather Data Set 
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3.3.2  Data Preprocessing 

In almost all the datasets that are used in the data mining applications are consisting with the 

raw data. Raw data is highly affected with the missing values, noise, and inconsistency. 

Therefore, the quality of the data has a high impact on the data mining results. In order to 

improve the quality of the data which use for the data mining, raw data needs to be pre-

processed. By applying the pre-processing techniques, it will improve the efficiency and the 

ease of the mining process. 

Therefore, in order to achieve a well-organized data set, following pre-processing techniques 

has applied to the Weather dataset. 

• Estimating missing values 

Finding the missing attribute values is a one of the most significant processes in data pre-

processing phase. Also, it is a very important issue in data mining. Missing attribute values are 

more common in several real-world data sets. They possibly will come from the data collecting 

process or repeated diagnoses tests due to human error, machine failure or routine maintenance, 

any transformation in the experimental set up and indefinite data.[23] These incomplete 

datasets will cause the biasness due to difference between observed and unobserved data. 

Hence it is necessary to apply methods to estimate the missing values. There are two types of 

missing values. They are block missing (one- day data lost) and local missing (local non-

continuous time series),which will differ in severity.[24] [18] By removing all data containing 

the missing values lead to a different interpretation for the characteristics of the real data. 

Therefore, understanding and handling of original circumstance with background knowledge 

to allocate the missing values seem to be a most favourable approach for handling missing 

attribute values.[23] But in actual scenarios, it is extremely complicated to know the unique 

meaning for the missing data or attributes. In practice there are several approaches to handle 

the missing information in an uncomplicated manner. For instance, the best way is substituting 

missing values with the global or class-conditional mean/mode. [23] Therefore, in this study 

the data associated with the block missing values are deleted from the dataset and local missing 

data is substituted with the mean value. Instead of the substitution of mean value method, linear 

interpolation method also can be used.   

There are missing values in the Temperature, Relative Humidity, Rainfall and Precipitation 

attributes. So before applying the machine learning algorithms to the data set, those missing 

values need to be filled. The missing values of the Temperature, Relative Humidity, Rainfall 

and Precipitation attributes are replaced by the mean value of consecutive 7 days.  
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• Remove Null Values  

One of the important steps in data wrangling is removing null values from the dataset. Because 

these null values adversely affect to the performance and accuracy of any machine learning 

algorithm. Hence it is important remove null values from the dataset before applying the 

machine learning algorithms to the dataset. 

• Normalization of continuous variables 

When there are continuous variables without normalization, it will sometimes cause in training 

failures in neural networks and the deep learning approaches. Therefore, it needs to use the 

min-max normalization to normalize every continuous variable in to [0,1]. And in the 

evaluation process it will re-normalize the predicted values in to the normal scale again.  [18] 

 

3.4  Solutions for Weather Prediction Approach 

As described in the early chapters several data mining and machine learning algorithms and 

approaches can be applied for weather forecasting. These algorithms are different from each 

other with regards to their core concepts of analyzing the data and the approaches of 

applicability for the weather predictions. Therefore, the efficiency and the accuracy of the 

weather prediction model depend on the algorithm selected for the analyzing the data.  

In this research basically we are using Artificial Neural Network, Time Series Analysis, 

Regression Analysis and Decision Tree Analysis for developing the weather prediction model. 

Python programming language is used to implement the machine learning algorithms. 

3.4.1 Artificial Neural Network 

Artificial neural network (ANN) is an effective machine learning technique for developing the 

computerized system that is capable of processing non- linear weather conditions inside a 

specific domain, and make predictions. Artificial neural network is inspired by biological 

neuron model and numbers of highly nonlinear neurons are interconnected for forming a 

network. [25] The neural network consists of three layers as input, hidden and output layers. 

These neurons are connected by links which comprises of weight.  Weights represent the 

connection quality that exists between the neurons in the system.[17] [25] Basically Artificial 

neural network receives the input, then process the data and  finally gives output with respect 

to input. When the system becomes more complex, the network is also becoming large.[25] A 

multilayer neural network consists of input layer, one or more hidden layer and output layer. 

As weather is data-intensive process and the dataset is highly non-linear therefore the 

predictions can be done accurately using artificial neural network. Also, an artificial neural 
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network is a powerful data-driven, self-adaptive, flexible computational tool that enables the 

capability of capturing nonlinear and complex underlying characteristics of any physical 

process with a high degree of accuracy.[25] 

In this study, Long Short-Term Memory (LSTM) recurrent neural network architecture is used 

as one of a machine learning technique for make predictions of daily rainfall with use of other 

weather variables such as daily average temperature, windspeed, relative humidity and 

atmospheric pressure. 

A Recurrent Neural Network (RNN) is a class of ANN where connections between units form 

a coordinated chart along a sequence. Recurrent neural network can utilize their internal 

memory to process sequences of inputs. [25] RNN can recall vital things about the information 

it receives. Hence it empowers extremely in forecasting what’s coming next. This is the main 

motivation behind selecting the recurrent neural networks as the major machine learning technique 

for analyzing the data like weather, time series, speech, text and financial data. [4] [17] [25] 

Long Short–Term Memory (LSTM) networks are an extension of recurrent neural network, 

which essentially broadens their memory. The units of Long-Short Term Memory networks 

are used as building units for the layers of a recurrent neural network, which is then often 

known as an LSTM network.[2] [25] Long Short–Term Memory allow recurrent neural 

networks to recall their inputs over a long period of time. The main reason is that the neural 

network can contain their data in memory which is much similar to the memory of a computer 

in the light of the fact LSTM can read, write and erase data from its memory. [25] 

The proposed model for weather forecasting using recurrent neural network with LSTM 

algorithm predicts the rainfall as the output variable while taking average temperature, dew 

point, relative humidity, windspeed and atmospheric pressure as the input variables. 

 

3.4.2 Time Series Analysis 

Time series analysis consists with methods for analyzing the time series data in order to extract 

meaningful statistics and other characteristics of the data. Forecasting with time series analysis 

is an use of a model to predict future values based on previously observed values. [26] [11] 

This time series data can be defined as the data that is present in a series of particular time 

periods or intervals. Further the time series analysis and forecasting results has become a major 

methodology in numerous hydro-meteorological applications as it allows to study trends and 

variations in weather variables like temperature, wind speed, relative humidity, atmospheric 

pressure, and rainfall. [1] In this study mainly ARIMA (Auto Regressive Integrated Moving 

Average) models has been carried out to predict the daily average temperature, windspeed, 

https://en.wikipedia.org/wiki/Model_(abstract)
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relative humidity and the atmospheric pressure. This ARIMA model also called as the Box-

Jenkins models as well.[1] In the ARIMA model, autoregressive model of order p is 

conventionally classified as AR (p) and a moving average model with q terms is known as MA 

(q). A combined model that contains p AR-terms and q MA-terms is called an ARMA (p, q) 

model.[1]  In order to make the nonstationary time series in to stationary time series, it is shifted 

by d lags, where in most cases    d =1 and difference(d) is computed before further processing. 

This type of model is identified as ARIMA (p, d, q), where the symbol “I”  denote as 

“integrated”.[1] When identifying the most appropriate ARIMA model for a selected time 

series, Box and Jenkins [21] has proposed a methodology with four steps.  

They are, 

I. Identification of the model 

II. Model parameter estimation 

III. Perform diagnostic checking for measure appropriateness of the model 

IV. Forecasting (Application of the finalized model)  [1] 

 

 

Figure 3: Box-Jenkins approach for selecting optimal ARIMA model 

 

There are several characteristics associated with the time series data. The main characteristics 

are trend and the seasonality. Trend describes the increasing or decreasing value in the series 

and seasonality describes the possibility of having repeated short-term cycle in the series. 



19 
 

Therefore, as the first step of developing the Box-Jenkins model, it is necessary to determine 

the stationarity of the time series and check whether there is any notable seasonality that needs 

to be addressed. The stationary data is data that doesn’t change the mean, variance and 

autocorrelation factors over the time. In order to test the stationarity of the time series, an 

Augmented Dickey Fuller test (ADF) is needed to perform on the time series dataset. An 

Augmented Dickey Fuller test (ADF) is a testing strategy for performing a unit root in time 

series data samples.[20] The result value of the Augmented Dickey-Fuller (ADF) statistic is a 

negative number.[20] [27] The more negative the number is, the stronger the rejection of the 

hypothesis that there is a unit root at some level of confidence.[27] Unit root test tests whether 

a time series variable is non-stationary or not. [28] Detecting the seasonality of the data set is 

the major concern during the model identification stage. if there is a seasonality exists in the 

data set, 

it is necessary to identify the order for the seasonal autoregressive (AR) term and order for the 

seasonal moving average (MA) term. And also, it needs to find the stationarity of the non- 

seasonality parameter (d) by performing the Augmented Dickey-Fuller test. If it determined 

that the time series is stationary, then the value for the non- seasonality parameter (d) becomes 

zero. (d =0). 

The next step of developing the Box-Jenkins model is to determine the orders of the seasonal 

autoregressive (AR) term, p and the seasonal moving average (MA) term q in the ARMA (p, 

q) model. This can be achieved by the inspection results of the ACF, PACF autocorrelation 

plots. Then based on the inspection results of the ACF, PACF autocorrelation plots, the most 

appropriated orders of the ARIMA models can be determined and evaluated using the AIC 

criterion. When evaluating the model quality, popular criteria are Akaike’s information 

criterion (AIC) Akaike's bias‐corrected information criterion (AICC) and Bayesian information 

criterion (BIC). AIC is mainly used to select between different models where the lowest score 

is the most preferable. During this study we have used the AIC criterion to select the most 

appropriate model. 

The third step of developing the Box-Jenkins model which is diagnostic checking to measure 

appropriateness of the identified ARIMA model can be achieved through the model residuals 

of the ACF and PACF plots. The final step as well as the end goal of ARIMA model which is 

forecasting the one or more future time steps of the time series can be achieved through 

applying the measurements obtained in the previous steps to the ARIMA model. ARIMA 

model can be defined as follows.[29] 

https://en.wikipedia.org/wiki/Time_series
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ARIMA (p, d, q) 

p - Number of autoregressive terms 

d - Number of nonseasonal differences needed for stationarity 

q - Number of lagged forecast errors in the prediction equation 

 

3.4.3 Regression Analysis 

Linear Regression is a machine learning algorithm based on supervised learning.[4] It is a 

direct technique of demonstrating the connection between a scalar reaction, also known as the 

dependent variable (Y) and one or more explanatory variables or independent factors (X).[2] 

[4] . The generalized formula for a Linear Regression model can be present as follows.[4] 

ŷ = β0 + β1 * x1 + β2 * x2 + ... + β(p-n) x(p-n) + Ε 

ŷ - predicted outcome variable (dependent variable) 

xj - predictor variables (independent variables) for j = 1, 2,., p-1 parameters 

β0 - Intercept or the value of ŷ when each xj equals zero 

βj - change in ŷ based on a one-unit change in one of the corresponding xj 

E - random error term associated with the difference between the predicted ŷi value and 

the actual yi value 

The most basic form of building a Linear Regression model relies on an algorithm known as 

Ordinary Least Squares which finds the combination of  βj's values which minimize 

the Ε term.[2] The key assumption of the linear regression technique is the linear relationship 

between the dependent variable and each independent variable. Pearson correlation coefficient 

is a one way of assessing the linearity between dependent variable and independent 

variables.[11] The Pearson correlation coefficient (r) is a measurement of the amount of linear 

correlation between equal length arrays which outputs a value ranging -1 to 1. Correlation 

values ranging from 0 to 1 represent increasingly strong positive correlation while correlation 

values from 0 to -1 represent negative correlation.[30] Following Table 2 represent the clear-

cut boundaries for the levels with strength of a correlation coefficient. 

Correlation Value Interpretation 

0.8 - 1.0 Very Strong 

0.6 - 0.8 Strong 

https://en.wikipedia.org/wiki/Pearson_correlation_coefficient
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0.4 - 0.6 Moderate 

0.2 - 0.4 Weak 

0.0 - 0.2 Very Weak 

Table 2: Correlation Coefficient Interpretation 

In linear regression models a technique known as step-wise regression is applied to add or 

remove variables from the model and assess the statistical significance of each variable on the 

resultant model.[30]  

The proposed model for weather forecasting using regression analysis predicts the Average 

temperature considering the previous three days weather parameter values of average, 

minimum and maximum values of Dew Point, Relative Humidity, Windspeed, Atmospheric 

Pressure and Precipitation. 

 

3.4.4  Decision Tree Analysis 

Decision tree analysis is one of the predictive modelling approach use in data mining 

and machine learning techniques.[31] It is a graphical representation of decisions and their 

corresponding effects in both qualitatively and quantitatively. The structure of the methodology 

is in the form of a tree; hence it is named as decision tree analysis. Decision tree analysis is 

used to scale the decision after it has been made and as viewing its consequences under 

imagined conditions can give an insight understanding of what to expect in similar conditions 

in near future.[32] 

In this study, the Decision tree classifier is used to determine the conditions for day being a 

Rainy day or a Not Rainy day. 
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3.5  Implementation  

This section discusses the implementation details of the proposed weather prediction model. 

As mentioned in the section 3.2, mainly there are four machine learning techniques have been 

used for analyzing the weather data set. They are Artificial Neural Networks, Time series 

analysis, Regression analysis and Decision tree analysis. Section 3.5.1 provides the 

implementation details of the weather forecasting model using recurrent neural network while 

section 3.5.2 addresses the implementation details using time series analysis, section 3.5.3 

includes the regression analysis and section 3.5.4 includes the decision tree analysis 

implementation details. 

3.5.1 Implementation details related to Recurrent Neural Network 

This study is carried out using recurrent neural network with LSTM algorithm to predicts the 

rainfall as the output variable while taking average temperature, dew point, relative humidity, 

windspeed and atmospheric pressure as the input variables. 

 

Figure 4: Code segment for preparing weather dataset for the LSTM 
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Figure 5: Code segment for designing neural network and make predictions 

 

3.5.2  Implementation details related to Time Series Analysis 

This study is carried out using ARIMA model for predicting the weather variations under time 

series analysis. This model has implemented for forecasting the values relates to the weather 

variables such as temperature, windspeed, relative humidity, rainfall and atmospheric pressure. 

One of a main requirements of the time series analysis is to check the stationarity of the time 

series and determine whether there is any notable seasonality that needs to be addressed. To 

accomplish the above requirement, it is necessary to perform the Augmented Dickey-Fuller 

test. The following python code segment can be used to check the stationarity of the time series 

data by performing an Augmented Dickey Fuller test. 
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Figure 6: Code segment for checking stationarity 

 

After checking the stationarity of the weather data set, it needs to check the most appropriate 

values for the ARIMA model parameters such as p, d and q. The following code segment 

describes the method to find the ARIMA model parameters. 

 

Figure 7: Code segment for identify ARIMA model parameters 
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After identifying the ARIMA model parameters, diagnostic checking is conducting to measure 

the appropriateness of the identified model. This is done using model residual values. Model 

residuals can be calculated using the below code segment. 

 

Figure 8: Code segment for calculating the residuals 

Finally, it needs to predict the one or more future values related to the selected weather 

parameter depending on the model developed using time series analysis. Following code 

segment describes the way of forecasting the future values. 

 

 

 

Figure 9: Code segment for forecasting the values 
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3.5.3 Implementation details related to Regression Analysis 

 

Figure 10: Code segment for applying the Ordinary Least Squares algorithm and make 

predictions 

 

3.5.4 Implementation details related to Decision Tree Analysis 

 

Figure 11: Code segment for analyzing the weather dataset with decision tree 
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CHAPTER 4: RESULTS AND EVALUATION 
 

4.1 Introduction 

This project is focused on developing a reliable weather prediction model for forecasting 

weather variations using data mining and machine learning techniques. The trustworthiness of 

a particular model is depending on the testing, evaluation and the validation of the model. 

Evaluation process can be defined as understanding a model and identifying how effectively it 

works for a particular purpose. It is the process of obtaining the value of a model, as the model 

is a representation of an object. Validation is the process of obtaining or testing the “truth” of 

the model. Since all the predictive models are incomplete representation of the actual reality, 

it is not seeking the perfect representation of the truth, but instead it finds the value in imperfect 

representation provided by the model. Generally, it can predict how good or bad the model is 

relative to observations based on the values obtained through evaluation process. 

Since the purpose of this project is to develop a reliable weather prediction model, it requires 

real measured data for the correct forecast run. The data set is obtained from the website 

https://www.wunderground.com/ . And this website gives weather forecast for the next five 

days. These weather data are collected from automatic weather stations by using intelligent 

sensors. This data collection needs to be processed for the estimation of the optimal weather 

conditions depending on the predictive model. The aim of this predictive model is to use 

machine learning techniques for predicting the temperature of the next day at any particular 

city in Sri Lanka based on the weather data of the current day of the city. Meteorological 

parameters such as Temperature, Wind Speed, Humidity and Pressure are used to predict the 

weather variations. After finalizing the data set, the data needs to be processed using machine 

learning techniques such as Time Series analysis, Linear Regression, Neural Networks and 

Deep Learning etc. Then the outputs we get from above mentioned machine learning models 

need to be evaluated for developing a better weather predictive model. 

When we are evaluating the weather prediction models like forecasting models, the most 

appropriate evaluation approach is the mathematical proof because all the observations are 

represented using numbers. In the evaluation process the models that created using different 

machine learning approaches needs to compare with each other and the model which gives the 

reliable values needs to be selected as the most optimal weather prediction model. The forecast 

accuracy delivered by the weather prediction model through evaluation can be measured using 

following methodologies. 

https://www.wunderground.com/
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• Percentage of accuracy expressed as a ratio between the predicted and measured value. 

This method allows to compare a value of particular weather parameter predicted by the 

numerical weather prediction model with the value of that actual weather parameter 

measured on the ground meteorological stations. 

The accuracy of the numerical weather model can be obtained through the following 

formula. 

  Accuracy =  
𝑉𝑎𝑙𝑢𝑒 (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑)

𝑉𝑎𝑙𝑢𝑒 (𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑)  
 *  100 (%) 

The main objective of this method is to show which weather model can predict the local 

phenomenon with the greater accuracy.  

• Pivot table providing data regarding the number of cases when the phenomenon was 

predicted either correctly or falsely. 

This method helps to identify the frequency of cases where the phenomenon was predicted 

and where it actually occurred, and in all possible combinations. This method allows detailed 

analysis than the relative accuracy method of the forecast because if the data set, we 

collected is uneven, then it can lead to wrong interpretation of measured data. (when the 

number of observations in different classes differ greatly) 

In this case pivot table consist with four fields. 

 

 Forecast 

+ - 

 

Measurement 

 

+ 

A 

Intervention 

B 

Error 

 

   - 

C 

False 

D 

Correct 

Figure 12: Pivot Table 
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Based on the output of the above forecasting we can analyze the forecasts with verification 

criteria such as Probability of Detection (POD), False Alarm Ratio (FAR) and etc. 

When evaluating a weather prediction model there are always errors associated with it. The 

main reason is the observations we do have are generally not perfect and there is lack of 

information. Therefore, there is a necessity for testing and evaluating the observations which 

enables to understand the errors and ensure the accuracy.[2] Hence the model evaluation can 

be performed by calculating the Mean Error (ME) and the Root Mean Square Error (RMSE) 

between the forecast values and the observed values of a particular weather parameter.[4] [22] 

 

Mean Error (ME) explains the difference between the forecast and the observed values while 

indicating the systematic error. If the forecast is perfect, the ME value is equal to zero while 

positive error values shows the overestimation and negative values shows the underestimation. 

 where 

 

Root Mean Square Error (RMSE) explains the difference between values predicted by the 

weather prediction model and the values actually measured on the ground meteorological 

stations. The individual differences are called as residuals and RMSE will aggregate them into 

a single measure of predictive power. RMSE value provide information regarding the total 

amplitude of the error by disregarding the signal of positive or negative unlike Mean Error. 

where 

 

After identifying the optimal weather prediction model, evaluation is necessary to perform for 

checking the accuracy and the validity of the proposed weather prediction model. For this we 

simulate the proposed weather prediction model at a particular point in the system and then 

compare that simulation output against the set of actual weather observation results which 
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happened in the past. Then based on the accuracy of the mapping of the past incidents with the 

outputs of the proposed prediction model, we can validate the performance and the accuracy 

of the proposed weather prediction model. 

If the model can predict the weather variations accurately which happened in the past based on 

the past weather input data, then the accuracy and the reliability of the proposed predictive 

model becomes high. 

 

4.2 Results of Work 

4.2.1 Results related to the Artificial Neural Network 

In this section we are going to check the efficiency and the accuracy level of the developed 

weather predictive model using the Artificial Neural Network. Following are the Test results 

achieved from neural network for predicting the rainfall as the output variable while taking 

average temperature, dew point, relative humidity, windspeed and atmospheric pressure as the 

input variables. 

 

Figure 13: Variations of Weather Data 
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The following plot visualizes the predicted values for Rainfall.  

 

Figure 14: Graph of Rainfall Prediction for Future 

The accuracy of the model needs to be tested after finalizing the model. In this study Mean 

Squared Error, Mean Absolute Error and Median Absolute Error are used to test the accuracy 

of the model.  

 

Figure 15: Test Results of Accuracy 

Since the above results comparably small values we can proceed with the proposed model and 

predict the rainfall values for the future. 

 

Figure 16: Predicted Values for Rainfall 
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4.2.2 Results related to the Time Series Analysis 

In this section we are going to check the efficiency and the accuracy level of the developed 

weather predictive model using the Time Series Analysis. Following are the Test results 

achieved from the Augmented Dickey Fuller test which is conducted for checking the 

stationarity of the weather parameters such as Average Temperature, Average windspeed and 

Average humidity in the dataset. 

4.2.2.1 Test results for Average Temperature 

Following visual plot indicate the average temperature for the Colombo weather data set. By 

examining the plot, we can notice that there haven’t any prominent trend associated with it. 

Therefore, there is no need for transforming the data to achieve the variance stability. Further 

by calculating the mean and the variance we can confirm the above conclusion. Mean and the 

variance is calculated in the below Figure 19.  

 

Figure 17: Variations of Average Temperature Data 
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Figure 18: Histogram for Variations of Average Temperature 

 

Since Augmented Dickey-Fuller test is performed to check the stationarity of the time series 

data, by analyzing the output results we can determine the stationarity of the Average 

Temperature weather variable. 

 

Figure 19: Output of the Augmented Dickey Fuller Test for Average Temperature 

According to the output results of the Augmented Dickey Fuller (ADF) Test, we can notice 

that the ADF test statistic is -3.987886 and the calculated p-value is 0.001475. Since p-value 

is <= 0.05, it indicates that the null hypothesis which means H0: Time series is non-stationary, 

may be rejected.[33]  Hence as a result we can conclude that data for the Average Temperature 

weather variable is stationary and there is no need for differencing or transformation to achieve 
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the stationarity of the data. Therefore, the differencing parameter (d) in the ARIMA model is 

zero (d=0).  

After identifying that the dataset is stationary, then the ACF, PACF autocorrelation plots need 

to draw for further analysis. Then based on the output results of the ACF and PACF 

autocorrelation plots, we can determine the most appropriate orders of the ARIMA models by 

evaluating the AIC criterion. 

 

Figure 20: Output of the ACF, PACF Autocorrelation Plots for Average Temperature 

 

Then based on the outputs of the ACF and PACF autocorrelation plots, the ARIMA model 

parameters need to be obtained. 

 

Figure 21: ARIMA Model Parameters for Average Temperature 

Based on the performance, the best fitted values of the ARIMA model p and q value are p = 2 

and q=3. Since the data set is stationary, d = 0. 

After estimating the model parameters, it needs to perform the diagnostic checking to measure 

appropriateness of the identified ARIMA model. This can be obtained through the model 

residuals of the ACF and PACF plots. According to the Figure.22 the spikes at the different 

lags are within the statistical confidence area of the ACF and PACF plots of residuals. Hence, 
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we can determine that the ARIMA (2,0,3) model is appropriate for forecasting average 

temperature data. 

 

Figure 22: Output of the ACF and PACF plots for residuals for Average Temperature 

 

 

Figure 23: Histogram for residuals 

According to the Figure. 4.8 residuals are close to the zero mean.  
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Figure 24: ARIMA Model Results for Average Temperature 

The following plot visualizes the actual values and the predicted values using the ARIMA 

ARIMA (2,0,3) model. The blue line denotes the actual average temperature values and the red 

line denotes the predicted values. 

 

Figure 25: Actual and Predicted Values for Average Temperature 
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The accuracy of the model needs to be tested after finalizing the model. In this study Mean 

Squared Error and the Mean Absolute Error are used to test the accuracy of the model.  

 

Figure 26: Test Results of Accuracy 

Since the above results comparably small values we can proceed with the proposed model and 

predict the Average Temperature values for the future. 

 

Figure 27: Predicted Values for Average Temperature 

 

 

Figure 28: Graph of Average Temperature Prediction for Future 
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4.2.2.2 Test results for Average Wind Speed 

Following visual plot indicate the average wind speed for the Colombo weather data set. By 

examining the plot, we can notice that there haven’t any prominent trend associated with it. 

Therefore, there is no need for transforming the data to achieve the variance stability. Further 

by calculating the mean and the variance we can confirm the above conclusion. Mean and the 

variance is calculated in the below Figure 31. 

 

Figure 29: Variations of Average Wind Speed Data 

 

Figure 30: Histogram for Variations of Average Wind Speed 

Since Augmented Dickey-Fuller test is performed to check the stationarity of the time series 

data, by analyzing the output results we can determine the stationarity of the Average Wind 

Speed weather variable. 
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Figure 31: Output of the Augmented Dickey Fuller Test for Average Wind Speed 

According to the output results of the Augmented Dickey Fuller (ADF) Test, we can notice 

that the ADF test statistic is -9.268841 and the calculated p-value is 0.000. Since p-value is <= 

0.05, it indicates that the null hypothesis which means H0: Time series is non-stationary, may 

be rejected.[33]  Hence as a result we can conclude that data for the Average Wind Speed 

weather variable is stationary and there is no need for differencing or transformation to achieve 

the stationarity of the data. Therefore, the differencing parameter (d) in the ARIMA model is 

zero (d=0).  

After identifying that the dataset is stationary, then the ACF, PACF autocorrelation plots need 

to draw for further analysis. Then based on the output results of the ACF and PACF 

autocorrelation plots, we can determine the most appropriate orders of the ARIMA models by 

evaluating the AIC criterion. 

 

Figure 32: Output of the ACF, PACF Autocorrelation Plots for Average Wind Speed 

Then based on the outputs of the ACF and PACF autocorrelation plots, the ARIMA model 

parameters need to be obtained. 
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Figure 33: ARIMA Model Parameters for Wind Speed 

Based on the performance, the best fitted values of the ARIMA model p and q value are p = 3 

and q=3. Since the data set is stationary, d = 0. 

After estimating the model parameters, it needs to perform the diagnostic checking to 

measure appropriateness of the identified ARIMA model. This can be obtained through the 

model residuals of the ACF and PACF plots. According to the Figure.32 the spikes at the 

different lags are within the statistical confidence area of the ACF and PACF plots of 

residuals. Hence, we can determine that the ARIMA (3,0,3) model is appropriate for 

forecasting average wind speed data. 

 

Figure 34: Output of the ACF and PACF plots for residuals 

 

Figure 35: Histogram for residuals 

According to the Figure. 35 residuals are having a zero mean.  
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Figure 36: ARIMA Model Results 

The following plot visualizes the actual values and the predicted values using the ARIMA    

ARIMA (3,0,3) model. The blue line denotes the actual average temperature values and the red 

line denotes the predicted values. 

 

Figure 37: Actual and Predicted Values for Wind Speed 
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The accuracy of the model needs to be tested after finalizing the model. In this study Mean 

Squared Error and the Mean Absolute Error are used to test the accuracy of the model.  

 

Figure 38: Test Results of Accuracy 

Since the above results comparably small values we can proceed with the proposed model and 

predict the Average Wind Speed values for the future. 

 

Figure 39: Predicted Values for Average Wind Speed 

 

 

Figure 40: Graph of Average Wind Speed Prediction for Future 
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4.2.2.3 Test results for Relative Humidity 

Following visual plot indicate the average humidity for the Colombo weather data set. By 

examining the plot, we can notice that there have not any prominent trend associated with it. 

Therefore, there is no need for transforming the data to achieve the variance stability. Further 

by calculating the mean and the variance we can confirm our assumption. Mean and the 

variance is calculated in the below Figure 43.  

 
 

 Figure 41: Variations of Relative Humidity 

 

 

Figure 42: Histogram for Variations of Relative Humidity 

 

Since Augmented Dickey-Fuller test is performed to check the stationarity of the time series 

data, by analyzing the output results we can determine the stationarity of the average humidity 

weather variable. 
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Figure 43: Output of the Augmented Dickey Fuller Test for Relative Humidity 

According to the output results of the Augmented Dickey Fuller (ADF) Test, we can notice 

that the ADF test statistic is -5.449372 and the calculated p-value is 0.000003. Since p-value 

is <= 0.05, it indicates that the null hypothesis which means H0: Time series is non-stationary, 

may be rejected.[33]  Hence as a result we can conclude that data for the average temperature 

weather variable is stationary and there is no need for differencing or transformation to achieve 

the stationarity of the data. Therefore, the differencing parameter (d) in the ARIMA model is 

zero (d=0).  

After identifying that the dataset is stationary, then the ACF, PACF autocorrelation plots need 

to draw for further analysis. Then based on the output results of the ACF and PACF 

autocorrelation plots, we can determine the most appropriate orders of the ARIMA models by 

evaluating the AIC criterion. 

 

Figure 44:Output of the ACF, PACF Autocorrelation Plots for Relative Humidity 

 

Then based on the outputs of the ACF and PACF autocorrelation plots, the ARIMA model 

parameters need to be obtained. 

 

Figure 45:ARIMA Model Parameters 
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Based on the performance, the best fitted values of the ARIMA model p and q value are p = 2 

and q=1. Since the data set is stationary, d = 0. 

After estimating the model parameters, it needs to perform the diagnostic checking to measure 

appropriateness of the identified ARIMA model. This can be obtained through the model 

residuals of the ACF and PACF plots. According to the Figure.46 the spikes at the different 

lags are within the statistical confidence area of the ACF and PACF plots of residuals. Hence, 

we can determine that the ARIMA (2,0,1) model is appropriate for forecasting average 

humidity data. 

 

Figure 46: Output of the ACF and PACF plots for residuals for Relative Humidity 

 

 

Figure 47: Histogram for residuals 

According to the Figure. 47 residuals are having a zero mean.  
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Figure 48: ARIMA Model Results for Relative Humidity 

The following plot visualizes the actual values and the predicted values using the ARIMA    

ARIMA (2,0,1) model. The blue line denotes the actual average humidity values and the red 

line denotes the predicted values. 

 

Figure 49: Actual and Predicted Values for Relative Humidity 

The accuracy of the model needs to be tested after finalizing the model. In this study Mean 

Squared Error and the Mean Absolute Error are used to test the accuracy of the model.  

 

Figure 50: Test Results of Accuracy 
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Since the above results comparably small values we can proceed with the proposed model and 

predict the average humidity values for the future. 

 

Figure 51:Predicted Values for Relative Humidity 

 

Figure 52: Graph of Relative Humidity Prediction for Future 

 

4.2.3 Results related to the Time Series Analysis using Artificial Neural Networks 

Neural networks also can be used to enhance the accuracy of the data obtained from the time 

series analysis. During this study we have use the time series weather data to train and fine tune 

several artificial neural networks. For this analyzing the neural networks we used python 

language with the TensorFlow library. Then based on the resulting neural network models we 

can predict the future values for the selected weather parameters. 

In the following plot blue line represents the actual values and the orange line represents the 

corresponding predicted value using neural network.  
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Figure 53: Analysis results for Average Temperature and Average Wind Speed with respect 

to the training data 

 

 

Figure 54: Analysis results for Average Temperature and Average Wind Speed with respect 

to the test data 
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4.2.4 Results related to the Regression Analysis 

In this section we are going to check the efficiency and the accuracy level of the developed 

weather predictive model using the Regression Analysis. Following are the Test results 

achieved from regression analysis by considering average temperature, average wind Speed 

and relative humidity. 

4.2.4.1 Test results for Average Temperature 

Following plot indicates the visualization of relationships with dependent variable average 

temperature along with the Predictor variables using scatter plots. 

 

Figure 55: Scatter Plots for Average Temperature 

 

Figure 56: Correlation Output for Average Temperature 
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Figure 57: Final Result after applying the Backward Elimination for Average Temperature 

The following conclusions can be made by observing the OLS regression results related to 

average temperature. 

• All remaining predictors have p-values significantly below of 0.05.  

• R-squared value which measure the overall variance of the model, 0.495 interpreted 

that final model explains about 50% of the observed variation in the outcome variable 

of average temperature. 

 

 

Figure 58: Predicted Values for Average Temperature 
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4.2.4.2 Test results for Average Wind Speed 

Following plot indicates the visualization of relationships with dependent variable wind speed 

along with the predictor variables using scatter plots. 

 

Figure 59: Scatter Plots for Average Wind Speed 

 

 

Figure 60:Correlation Output for Average Wind Speed 
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Figure 61: Final Result after applying the Backward Elimination for Average Wind Speed 

 

The following conclusions can be made by observing the OLS regression results related to 

average windspeed. 

• All remaining predictors have p-values significantly below of 0.05.  

• R-squared value which measure the overall variance of the model, 0.339 interpreted 

that final model explains about 33% of the observed variation in the outcome variable 

of average windspeed. 

 

Figure 62:Predicted Values for Average Wind Speed 
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4.2.4.3 Test results for Relative Humidity 

Following plot indicates the visualization of relationships with dependent variable relative 

humidity along with the Predictor variables using scatter plots. 

 

Figure 63: Scatter Plots for Relative Humidity 

 

Figure 64: Correlation Output for Relative Humidity 
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Figure 65: Final Result after applying the Backward Elimination for Relative Humidity 

The following conclusions can be made by observing the OLS regression results related to 

relative humidity. 

• All remaining predictors have p-values significantly below of 0.05.  

• R-squared value which measure the overall variance of the model, 0.428 interpreted 

that final model explains about 43% of the observed variation in the outcome variable 

of average relative humidity. 

 

Figure 66: Predicted Values for Relative Humidity 
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4.2.5 Results related to the Decision Tree Analysis 

 

Figure 67:Decision Tree for determining the conditions for day being a Rainy day or a Not 

Rainy day. 

 

 

Figure 68: Tree Rules 
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4.3 Evaluation 

In this section it describes how evaluation process is carried out when developing the optimal 

weather prediction model for ensure the efficiency and the accuracy. 

4.3.1 Evaluation of Time Series Analysis 

4.3.1.1 Average Temperature 

When estimating the values for the model parameters in the ARIMA (p, d, q) model, we need 

to test the AIC and BIC values for different combinations of the p (the order of autoregression) 

and q (the order of the moving average) values. AIC and BIC values are mainly used to select 

between different models and the lowest score is the most preferable. In this study we are 

mainly concern with the AIC value for optimal model selection. 

Following tables show the different combinations of the p and q values as well as the AIC and 

BIC values associate with ARIMA (p, 0, q) model. 

Models  AIC value  

 

BIC value 

ARIMA (0,0,0) 11576.438 11576.438 

ARIMA (0,0,1) 10597.237 10614.825 

ARIMA (0,0,2) 10328.094 10351.546 

ARIMA (0,0,3) 10197.294 10226.609 

ARIMA (1,0,0) 10035.423 10053.012 

ARIMA (1,0,1) 9919.949 9943.400 

ARIMA (1,0,2) 9833.376 9862.691 

ARIMA (1,0,3) 9816.410 9851.588 

ARIMA (2,0,0) 9973.999 9997.450 

ARIMA (2,0,1) 9802.108 9831.422 

ARIMA (2,0,2) 9803.784 9838.961 

ARIMA (2,0,3) 9802.007 9843.047 

ARIMA (3,0,0) 9915.239 9944.553 

ARIMA (3,0,1) 9803.853 9839.030 

ARIMA (3,0,2) 9805.916 9846.956 
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ARIMA (3,0,3) 9803.878 9850.781 

Table 3: AIC and BIC value representation of Average Temperature fitted models 

According to the above table, the lowest AIC value can be obtained from ARIMA (2,0,3) model 

for the average temperature variable. Therefore, ARIMA (2,0,3) is selected for forecasting 

values. 

After selecting the optimal ARIMA model for the average temperature, it needs to perform the 

model evaluation to ensure the accuracy of the model. Hence the model evaluation can be 

performed by calculating the Mean Square Error (MSE) and the Mean Absolute Error (MAE). 

Following are the values obtained from the ARIMA (2,0,3) model. 

 

Figure 69: Error calculation of ARIMA (2,0,3) model for average temperature 

 

According to the Table 2 the next suitable model is ARIMA (2,0,1) Since it has an AIC value 

of 9802.108. Therefore, we can consider the MSE and MAE values of the ARIMA (2,0,1) as 

well for determining the accuracy of the model. Following are the values obtained from the 

ARIMA (2,0,1) model. 

 

Figure 70: Error calculation of ARIMA (2,0,1) model for average temperature 

Since lower the values for the Mean Square Error (MSE) and the Mean Absolute Error (MAE) 

will generate the better prediction model, according to the above outputs ARIMA (2,0,3) has a 

high accuracy comparing with the ARIMA (2,0,1) model related to the average temperature 

variable. 
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4.3.1.2 Average Wind Speed 

Models  AIC value  BIC value 

ARIMA (0,0,0) 11031.068 11042.794 

ARIMA (0,0,1) 10458.336 10475.9249 

ARIMA (0,0,2) 10326.778 10350.229 

ARIMA (0,0,3) 10221.338 10250.652 

ARIMA (1,0,0) 10207.330 10224.918 

ARIMA (1,0,1) 10090.612 10114.063 

ARIMA (1,0,2) 10065.104 10094.419 

ARIMA (1,0,3) 10063.670 10098.847 

ARIMA (2,0,0) 10139.304 10162.755 

ARIMA (2,0,1) 10055.801 10085.116 

ARIMA (2,0,2) 10050.844 10086.021 

ARIMA (2,0,3) 10051.031 10092.071 

ARIMA (3,0,0) 10091.876 10091.876 

ARIMA (3,0,1) 10053.407 10088.584 

ARIMA (3,0,2) 10051.769 10092.81 

ARIMA (3,0,3) 10048.570 10095.473 

Table 4: AIC and BIC value representation of Average wind speed fitted models 

According to the above table, the lowest AIC value can be obtained from ARIMA (3,0,3) model 

for the average wind speed variable. Therefore, ARIMA (3,0,3) is selected for forecasting 

values. 

After selecting the optimal ARIMA model for the average wind speed, it needs to perform the 

model evaluation to ensure the accuracy of the model. Hence the model evaluation can be 

performed by calculating the Mean Square Error (MSE) and the Mean Absolute Error (MAE). 

Following are the values obtained from the ARIMA (3,0,3) model. 

 

Figure 71: Error calculation of ARIMA (3,0,3) model for average wind speed 
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According to the Table 2 the next suitable model is ARIMA (2,0,2) Since it has an AIC value 

of 10050.844. Therefore, we can consider the MSE and MAE values of the ARIMA (2,0,2) as 

well for determining the accuracy of the model. Following are the values obtained from the 

ARIMA (2,0,2) model. 

 

Figure 72: Error calculation of ARIMA (2,0,2) model for average wind speed 

Since lower the values for the Mean Square Error (MSE) and the Mean Absolute Error (MAE) 

will generate the better prediction model, according to the above outputs ARIMA (3,0,3) has a 

high accuracy comparing with the ARIMA (2,0,2) model related to the average wind speed 

variable. 

 

4.3.1.3 Relative Humidity 

Models  AIC value  BIC value 

ARIMA (0,0,0) 16699.469 16711.195 

ARIMA (0,0,1) 15806.281 15823.869 

ARIMA (0,0,2) 15583.706 15607.158 

ARIMA (0,0,3) 15512.290 15541.604 

ARIMA (1,0,0) 15412.791 15430.379 

ARIMA (1,0,1) 15393.184 15416.6364 

ARIMA (1,0,2) 15345.329 15374.643 

ARIMA (1,0,3) 15332.920 15368.097 

ARIMA (2,0,0) 15400.681 15424.133 

ARIMA (2,0,1) 15326.197 15355.511 

ARIMA (2,0,2) 15327.571 15362.748 

ARIMA (2,0,3) 15327.471 15376.370 

ARIMA (3,0,0) 15376.370 15405.685 

ARIMA (3,0,1) 15327.646 15362.823 

ARIMA (3,0,2) 15329.325 15370.365 
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ARIMA (3,0,3) 15326.401 15373.30 

 

Table 5: AIC and BIC value representation of Average humidity fitted models 

According to the above table, the lowest AIC value can be obtained from ARIMA (2,0,1) model 

for the average humidity variable. Therefore, ARIMA (2,0,1) is selected for forecasting values. 

After selecting the optimal ARIMA model for the average humidity, it needs to perform the 

model evaluation to ensure the accuracy of the model. Hence the model evaluation can be 

performed by calculating the Mean Square Error (MSE) and the Mean Absolute Error (MAE). 

Following are the values obtained from the ARIMA (2,0,1) model. 

 

Figure 73: Error calculation of ARIMA (2,0,1) model for average humidity 

Since there is a considerably high value for the Mean Squared Error with Mean Absolute error, 

we can further calculate the error term using other methods such as Relative Mean Square error 

(RMSE), Relative Mean Square error (RMSE) and Mean Absolute Percent error (MAPE). 

 

4.3.2 Evaluation of Recurrent Neural Networks (RNN) for Rainfall Prediction 

 

Figure 74: Error calculation for Recurrent Neural Network 

 

4.3.3 Evaluation of Decision Tree Classifier for Rainfall Prediction 

 

 

 

 

Figure 75: Error calculation for Decision Tree Analysis 
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4.3.4 Evaluation on Linear Regression 

4.3.4.1 Average Temperature 

Figure 76: Error calculation for Average Temperature using Linear Regression 

 

According to the Figure 76, the model is able to explain about 51% of the variance observed 

in the Average temperature variable.  

4.3.4.2 Average Wind Speed 

Figure 77: Error calculation for Average Wind Speed using Linear Regression 

According to the Figure 77, the model is able to explain about 39% variance observed in the 

outcome variable which is Average Wind Speed variable 

4.3.4.3 Average Relative Humidity 

 

Figure 78: Error calculation for Relative Humidity using Linear Regression 

According to the Figure 78, the model is able to explain about 44% variance observed in the 

outcome variable which is Average Relative Humidity variable.  

Explained variance measures the discrepancy between a model and actual data. Generally, 

value for explained variance should not be less than 60% and not maximum of 100%. [4] 

According to the evaluation results of linear regression for average temperature, wind speed 

and relative humidity; the explained variance achieved is less than 60%. Therefore, it shows 

that there may be a need for a refinement in analysis process and linear regression model is not 

the optimal solution for the prediction of weather variations. 
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CHAPTER 5: DISCUSSION, CONCLUSION AND FUTURE 

WORK 

5.1 Discussion and Conclusions 
 

This section concludes this document by providing the final comments, thoughts related to the 

study and future works that can be carried out by extending this research. The main objective 

of this study is to develop a reliable weather prediction model using data mining and machine 

learning approaches. This study mainly carried out using Artificial Neural Network, Time 

Series Analysis, Regression Analysis and Decision Tree Analysis as the main data mining and 

machine learning approaches and predicted the future values for rainfall, average temperature, 

windspeed and relative humidity, dew point and atmospheric pressure weather variables 

depending on the approach.  

During this study artificial neural network has been applied for predicting the rainfall as the 

output variable while taking average temperature, dew point, relative humidity, windspeed and 

atmospheric pressure as the input variables. Although this study was carried out only for 

prediction the rainfall, it can be further enhanced for prediction of other meteorological 

parameters as well.  

Further time series analysis can be applied not only for the temperature, wind speed and relative 

humidity attributes but also for the other meteorological parameters such as atmospheric 

pressure, dew point and rainfall as well. Depend on the availability of the data related to the 

above weather parameters we can apply time series analysis. 

During this study we have use the ARIMA (p, d, q) model for forecasting the values for 

temperature, wind speed and relative humidity weather variables. The data used in this work 

was collected from the ‘Weather Underground’[6] website. Since the raw data is always 

affecting with the missing values, noise, and inconsistency, it is necessary to pre-process data 

before applying the machine learning techniques. After preparing the dataset, we have 

performed the time series analysis on the refined weather data set. As the initial step of the time 

series analysis we have checked the stationarity of the weather dataset by performing the 

Augmented Dickey-Fuller test and by using the inspection results of the ACF, PACF 

autocorrelation plots. Based on the output results, we have noticed that the data for average 

temperature, average windspeed and relative humidity are having seasonal stationarity but 

there is no trend associated with it. Since time series is stationary it is not necessary to perform 
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the differencing. Hence the non- seasonality parameter (d) in the ARIMA model becomes zero. 

(d = 0). Then the most appropriate order of the ARIMA model has determined using the AIC 

criterion. AIC is mainly used to select between different models where the lowest score is the 

most preferable. After estimating the values for the model parameters, we have developed the 

ARIMA model for predicting the future values for the selected weather parameters. 

 

Finally, based on the evaluation results of this study, it can conclude that Recurrent Neural 

Network and Time Series Analysis with ARIMA model will generate an optimal solution 

model for predicting the weather variations in Sri Lankan context.    

 

5.2 Limitations of the Study 

Since this study is conducted for the Sri Lankan context, we use the meteorological data related 

to Sri Lanka. There are more than 20 meteorological stations located in Sri Lanka. But due to 

unavailability of the data, incompleteness of the data as well as the time and cost constraints 

we have only used the data collected from the Colombo meteorological station. 

 

5.3 Future Work 

As the future work we are planning to apply other machine learning algorithms such as 

Recurrent Neural Network, Regression Analysis and Deep Learning approaches for developing 

a model for weather predictions. 
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