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ABSTRACT 

Hate speech on social media becomes a highly considerable issue which is growing rapidly. As 

a result of the growth of internet users people tend to post on violence contents through social 

media. Therefore, the influence of sharing violence contents towards individuals and groups 

becomes a huge impact in today’s world and it directs to increase hate crimes in the society. It 

is essential to have a proper methodology to detect the online hate contents.  

Although there are many researches have been carried out based on this area, they are language 

specific things to detect hate contents. This research has been carried out to develop an efficient 

and accurate approach to detect the hate speech on social media using Sinhala Language. When 

comparing with the English language, to develop an approach to detect hate speech on Sinhala 

is a tedious task because of the large alphabet and its variations.  

In order to develop a model to detect hate speech on Sinhala Language, Machine learning and 

Deep Learning techniques were used as the core approaches. As the solution for this research, 

four supervised learning approaches including Linear Support Vector Machine, Logistic 

Regression, Naïve Bayes, Random Forest and Deep Neural Network were used to train the 

models and predict the accuracy values. Both Count Vectorizer and TF-IDF features used to 

train the models for Sinhala, Singlish and Mix datasets. Furthermore, to increase the 

performance level Cross Validation approach have been carried out for Count Vectorizer and 

saved the model results generated from Cross Validation. Then after that developed an 

Ensemble model by combining highest accurate models and taking different model 

combinations of Sinhala, Singlish and Mix data sets to get the highest accurate model. Finally, 

combination of Sinhala-Singlish data compared with Mix data and it predicted that concatenate 

with Sinhala-Singlish contents gives a highest accuracy for the hate speech detection model. 

Since there is no proper mechanism of using Ensemble model for hate speech detection 

research, this approach will direct as the proper methodology to detect the hate speech on 

Sinhala Language.  
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Chapter 1: Introduction 

1.1   Problem Domain 

Rapid development of increasing the number of internet users in the world, especially for the 

social media category. Nowadays people tend to use Social Media without any responsibility 

as adding contents, sharing contents without any consideration. Some of the contents perform 

the violence attitudes towards the other individuals or groups. Therefore, Hate Speech has 

become a problem around the world because of misusing the internet. Hate speech can be 

identified through main three areas as ethnicity, religion and race [1]. This research mainly 

focuses on develop an approach to detect hate speech on Sinhala Language. 

1.2   Problem 

Hate speech on social media becomes a problem because people tend to post violence contents 

in different languages [2]. Therefore, it is difficult to find the contents which are related to hate 

speech for social media like Twitter, Facebook. For the Sinhala language it would be difficult 

to identify the contents which go against the community standards. The contents with the racist 

words, offensive language, and it is a tedious task to categorize a word-set without 

unambiguous hate keywords in Sinhala as it has more combination of words. Therefore, this 

research basically creates an approach to analyze and identify the Sinhala contents from social 

media which can be categorized in to hateful speech.  

Advances in communication technology has brought people to one global position. They play 

the major role with granting the freedom of speech including allowing express their thoughts 

behaviors and opinions freely. Although this makes a great opportunity racism, trolling, being 

exposed to large amounts of offensive online contents. Therefore, the rapid growth of hate 

speech on social media becomes a big impact to the society [3].  

Moreover, various social media platforms such as Facebook, Twitter and YouTube have their 

own diverse procedures to deal with the hateful language contents. As an example, You Tube 

permits the free speech, but prohibits the hate speech.  It has the manually reporting feature to 

report hate contents. Not only that Facebook, Twitter also have policies to prohibit hateful 

contents. In Facebook, reporting feature is there in order to prohibit hateful posts and also it 

has some features for the user protection including un-friend, blocking etc. Finally, the detected 

hateful contents will be removed from the online. 
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Sri Lanka has the same kind of problem related to online contents for detecting hate speech in 

Sinhala Language. Although current researchers have done automated detectors for the hate 

speech, still there is no generalized mechanism because of the problem of language 

dependency. Therefore, this research is mainly focused on developing an approach to detect 

offensive contents for Sinhala Language [4]. 

1.3   Motivation 

Online communication channels including social media dedicated to community-based input, 

interaction, content sharing etc. While social media helps people with connecting each other, 

sharing knowledge regardless of location, education background, updating information around 

the world, it enables the risk of people to being targeted or harassed via offensive language 

which may severely impact the community in general. In fact, there is no general mechanism 

to identify hate speech in different languages at once. When it comes to the Sinhala Language, 

currently people tend to post hateful contents regarding different subjects and situations. Unless 

people do not report about the offensive contents it remains there. As an example, when one-

person comment with hate contents there is a possibility to get the reply with hate contents. 

Therefore, there should be a proper mechanism to detect the hate contents in online.  

Furthermore, as most of the children use the internet nowadays, it’s hard to differentiate hate/ 

not hate contents. As a result, the violence is increased among people including children and 

also the children will learn things that they don’t deserve to learn. In fact, detection of hate 

speech will help to improve the quality of the communication on online as well as it helps to 

eliminate the violence among people.  

The main motivation to do this research is, because there is no proper mechanism to detect the 

hate speech contents in Sinhala Language. Therefore, an approach to a Sinhala hate speech 

detection will be carried out by this research.  

1.4   Exact Computer Science Problem 

Many researches have been carried out throughout the past years under the hate speech 

detection. The earlier research solutions were carried out on different language hate speech 

detections, because it’s hard to build a generalized approach. Most of the earlier approaches 

are based on neural network, machine learning, and deep learning for hate speech detection on 

various languages including English, Hindi, and Indonesian etc.[3] Classification including 

binary and ternary, NLP techniques for word analysis, deep learning approaches, lexicon-based 
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approaches, etc. were used for the earlier approaches[6][7]. But developing a generalized 

approach would be a more complicate and difficult task. 

The computer science problem that going to be addressed for this research is, to identify a 

proper mechanism to detect hate speech on Sinhala language by creating a proper data set by 

preprocessing it by removal of special characters, stop words and stemming NLP techniques, 

and proper machine learning/deep learning approaches for create models to detect hate speech. 

Moreover, it would give more accurate and efficient hate speech detection mechanism for 

Sinhala language. 

1.5   Research Contribution 

Objectives: 

Following are the main objective and sub objectives which can gain through identifying Hate 

Speech in Sinhala. 

 The main objective of this research is to develop an approach to detect the contents of 

hate speech in Sinhala Language in Social Media context.  

Sub Objectives: 

 Collect a representative sample of Sinhala/Singlish hate speech from social media. 

 Find the best way to annotate posts as hate or not. 

 Explore algorithms that would help in training a suitable model from the training data 

(intend to apply machine learning algorithms/deep learning algorithms as part of the 

exploration algorithms). 

 Perform model diagnostics in order to validate the model. 

1.6   Scope 

Hate Speech Detection will become a very important approach with the developing world. This 

research is mainly focused on developing an approach to detect hate speech in Sinhala context 

because there is no proper mechanism until now to detect Sinhala Hate Speech in an accurate 

manner. This research involved to create a training model with the proper data set. Before 

creating the model, it needs to be done preprocessing the data set by collecting and annotating 
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data, remove unwanted things and create a baseline. Word lexicon and stemming approaches 

can be used with this research to get the noise free context.  

Furthermore, machine learning and deep learning approaches/algorithms will be used to 

analyze the hate speech from the text and flag them. Basically, it is going to suggest the hate 

speech from the text. Nowadays for some hate speech detection can be done using moderators. 

But it is not an efficient way. This research directs to find the hate speech in efficient manner. 

This research tests the models with Sinhala, Singlish and Sinhala-Singlish Mix data sets. 

Finally, this will provide an accurate hate speech identification mechanism for Sinhala 

Language and it will help to overcome hate contents from online communication.  

1.7  Structure of the Dissertation 

The chapters of the dissertation give the specific details in an order to explain the overview of 

the project. After going through the domain of the project identified the problem statement, 

problem, exact computer science problem, and scope details mentioned under Chapter 1. In 

chapter 2, explains the literature review with the vital description of the study related to the 

problem statement. Furthermore, the stated studies under this chapter are the current knowledge 

and new methods with respect to the research. 

The chapter 3, explains the selected methodology in order to achieve the target of this research 

including creating the dataset, preprocessing the data set, Machine learning/ Deep learning 

approach. The chapter 4 explains the evaluation strategy and results of the evaluation including 

accuracy. 
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Chapter 2: Literature Review 

2.1  Introduction  

Literature Review chapter explains the critical review of the research in the area of Hate Speech 

Detection. For this purpose, the Chapter has been structured as early developments of hate 

speech detection, latest achievements of hate speech detection and future trends, an approach 

for filling the existence research gap by using literature review and novel methodologies. The 

chapter also defines the research problem based on the literature review in the areas of Natural 

Language Processing and Machine Learning.  

2.2  Early developments in Hate Speech Detection 

Following are the numerous varieties of tactics which used for hate speech exposure.  

2.2.1 Classification with the Machine Learning Approaches 

Machine learning became a mostly used approach in various types of researches. Basically, it 

used to develop algorithms and mathematical models for the computer systems without using 

explicit interference. From the early stages machine learning approaches had been used to 

identify hate speech from various languages. Following are the research approaches which are 

carried out for hate speech detection using machine learning.  

As the first cited work, A Pragmatic Approach to Collect Hateful and Offensive Expressions 

and Perform Hate Speech Detection basically carried out to find the hate speech on Twitter [1] 

[2]. With the vast development of users of Social Networks and Microblogging web sites, 

conflicts between people are increased. Therefore, lot of problems occurred due to the hatred 

speech. According to this paper Hate Speech defines as aggressive, violent and offensive 

language. This research identifies hate speech expression by using unigram as well as patterns 

which are collected from automatically trained dataset. Furthermore, machine learning 

algorithm is used to train a dataset. Moreover, the binary classification techniques are used to 

identify that a particular tweet is an offensive or not and ternary classification approach detects 

that the tweet is hateful, offensive or clean. This approach helpful to overcome noise and the 

non-reliability of data [3]. They have preprocessed the data with decomposing hash tags, 

tokenization POS tagging lemmatization and generating a negative vector [4]. As the 

limitations of this research and as the future work it needs a richer dictionary for hate speech 

which can be used with unigram patterns. Also, it needs to be increase with detect hate speech 

different genders, age groups and religion.  
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Furthermore Application of Machine Learning Techniques for Hate Speech Detection in 

Mobile Applications  research was carried out to detect Hate Speech on Mobile Applications 

[5]. Basically, versatility and omnipresence of data makes very hard to detect trustworthiness 

intention of the dynamic environments like mobile applications. This research carried out light 

weight machine learning classification to identify hate speech in Albanian language which used 

for Mobile Applications. This approach indicates the good classifier accuracy. According to 

this research it carried out different technologies, platforms, libraries which developed with 

machine learning backend techniques to find hate speech on Albanian social network users. 

The neural network is used to provide accurate results through this research. This paper has 

some limitations as there is no vote or count voting system for users since all the data is open 

to users. Moreover it addresses future work as train the dataset with NLP techniques for specific 

word analysis and deep learning approach to identify hidden types hate speech in the text [6] 

[7] [8]. 

2.2.2 ‘Lexicon-Based’ tactic with the Machine Learning Procedures 

Nowadays in many researches, ‘lexicon–based’ tactic united with the various kinds of machine 

learning procedures have been used. Research problems like hate speech detection can also 

apply this approach. Lexicon approach describes the usage of dictionary of words annotated 

with their semantic strength and calculate the score for the sentiment of the document.  

Some researchers have done an experiment to identify and detect the hate speech by means of 

social media and it has been mainly carried out to figure out hate speech contexts on social 

media using local English text dataset [9]. This is used to identify hate contents from social 

media and flag them automatically. Supervised and unsupervised learning techniques were 

used to identify the hate contents. Naïve Bayes classifier with ‘Tf-idf’ features helped to 

perform the best result also. The main key area in this research is automatically identification 

on hate speech contents from online, so that five models had been built using supervised and 

unsupervised techniques and concluded that supervised learning techniques perform the better 

results. As the limitation it mentioned data annotation is one of the difficult tasks and for the 

future work more unsupervised techniques will be used to get better results.  

‘The Automated Hate Speech Detection and the Problem of Offensive Language’ research 

approach was basically targeted to identify 3 basic categories as hate speech, offensive 

language and those with neither by using the collected tweets [10]. Although social media like 

Facebook, Twitter have responded to criticism, they are not doing enough to identify hate 
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speech and overcome the attacks on people. This model have some key challenges to provide 

more accurate classification [11]. This research used a logistic regression with L2 

regularization for the final model as it more readily allows us to examine the predicted 

probabilities of class membership. As the limitation it does not include all instances of 

offensive language. 

2.2.3 Convolutional Neural Networks Approach 

Convolutional Neural Network considered as the class of deep neural network and commonly 

applied for analyzing visual imagery. This approach also applied to the hate speech detection 

in order to increase the accuracy of the results. Following are some research approaches which 

used the Convolutional Neural Network technique. 

Hate speech detection in Indic Languages also becomes and important aspect in research world. 

According to the research ‘Hate Speech Detection from Code-mixed Hindi-English Tweets 

Using Deep Learning Models’, detected hate speech from English – Hindi code mixed tweets 

[12] [13]. In India, Hindi is one of the main official languages and many people use this 

language when using social media. This research proved that domain specific embedding 

results in an efficient manner to detect hate speech contents. According to the past static 

classifiers it improves 12% of improvement. The country with the highest internet penetration 

and rich linguistic diversity hate speech detection is an important aspect in India. The main 

challenge is to create and use the code-mixed data set. This research used deep learning 

approach and compare with statistical approach by using the same data set and it provided 

higher accurate results than statistical method [14]. For that they have trained the work 

embedding on a large corpus of relevant code-mixed data. As the limitations of the research 

mentioned that some misclassified series of swear words, possibly incorrect labels which 

cannot consider as hateful word, and code-switched words in Hindi. Finally, as the novelty part 

mentioned as assimilating textual cues more accurately. 

2.2.4 Recurrent Neural Network Approach 

Recurrent Neural Network is considered as class of an artificial neural network where 

connections between nodes form a directed graph along a temporal sequence and it used for 

temporal dynamic behavior. This is also used for increasing the accuracy level of the results. 

In hate speech detection research, following are some earlier approaches which are carried out 

with Recurrent Neural Network. 
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The ‘Analysis Text of Hate Speech Detection Using Recurrent Neural Network’  research 

mainly target to identify the hate speech on Twitter [15] . According to this research the main 

problem they have identified as social media does not have a method to aggregate information 

from the existing conversation. The only way to do aggregation is text mining. The Deep 

Learning and Recurrent Neural Network techniques can identify the text containing hate speech 

or not. Tokenizing, Cleaning, stemming etc. techniques were used to analyze the text. The 

limitation of this approach is because of the Epoch, Learning Rate and Batch Size techniques 

affected to the performance, and accuracy results. Epoch explains the pass entire dataset 

forward and backward through the neural network. Learning Rate explains calculation of the 

value of weight correction during the training process. Finally, Batch Size defines the total no 

of training samples in a batch. Furthermore, by using the well-trained data the output will be 

more accurate.  

2.2.5 Deep Learning Approach 

Deep Learning is the part of machine learning methods which is based on artificial neural 

networks. These days’ usage of deep learning approaches become increases for the hate speech 

detection techniques. Early research projects also intended to use deep learning approach 

because of the accurate results. Following approach is one of the results of using deep learning 

for the hate speech detection.  

The ‘Detecting Offensive Language in Tweets Using Deep Learning’  paper identified that 

simple word based approaches if used for blocking the posting of text or blacklisting users, not 

only fail to identify subtle offensive content, but they also affect the freedom of speech and 

expression [6] [16]. Not only that it reported performance for a simple LSTM classifier not 

better than an ordinary SVM. Unsupervised learning approaches are quite common for 

detecting offensive messages in text by applying concepts from NLP to exploit the lexical 

syntactic features of sentences or using AI-solutions and bag-of-words based text-

representations [17]. 

2.3  Latest achievements and future trends in the area of Hate Speech 

Detections 

According to the table 2.1 security can be considered as one of the major concerns about hate 

speech detection in machine learning/deep learning. Therefore, it is essential to focus on 

freedom of expression and reducing the illegal discrimination. Further deployment and 
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maintenance of hate speech detection using machine learning/deep learning solution has been 

researched.  

Table 2.1: Achievements and Limitations of Different Researches  

Research Achievements Limitations 

Hate Speech on 

Twitter: A Pragmatic 

Approach to Collect 

Hateful and 

Offensive 

Expressions and 

Perform Hate Speech 

Detection (H. 

Watanabe et al.) 

 

Identify hate speech expression by 

using unigram as well as patterns 

which are collected from 

automatically trained dataset. 

Binary Classification and Ternary 

Classification. 

Data set with decomposing hash 

tags, tokenization POS tagging 

lemmatization and generating a 

negative vector. 

 

A richer dictionary for hate 

speech which can be used with 

unigram patterns. 

Detect hate speech different 

genders, age groups and 

religion.  

 

Application of 

Machine Learning 

Techniques for Hate 

Speech Detection in 

Mobile Applications 

(B. Raufi et al.) 

Light weight machine learning 

classification to identify hate 

speech in Albanian language 

which used for Mobile 

Applications. 

 

Neural Network Approach. 

 

No vote or count voting system 

for users since all the data is 

open to users. 

Detecting Offensive 

Language in Tweets 

Using Deep Learning 

(G. K. Pitsilis et al.) 

A deep learning architecture for 

text classification. 

Usage of pre-trained word 

embedding, Performance. 

Analyzing texts written in 

different languages. 

 

Identification of Hate 

Speech in Social 

Media (N. D. T. 

Ruwandika, A. R. 

Weerasinghe) 

‘lexicon-based’ tactic united with a 

machine learning procedure. 

 

Data annotation is one of the 

difficult tasks. 
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Automated Hate 

Speech Detection 

and the Problem of 

Offensive Language 

(T. Davidson et al.) 

A logistic regression withL2 

regularization for the final model 

for Accurate classification. 

Does not include all instances 

of offensive language. 

Hate me, hate me 

not: Hate speech 

detection on 

Facebook (M. 

Petrocchi et al.) 

First classifier for Italian 

Language,  

 

enlarging the annotation process 

Classifier Performance 

The Commonwealth 

Scientific and 

Industrial Research 

Organization 

Deep learning approach and 

compare with statistical approach 

by using the same data set and it 

provided higher accurate results 

than statistical method. 

Misclassified series of swear 

words, possibly incorrect 

labels which cannot consider as 

hateful word, and code-

switched words in Hindi. 

Detecting Offensive 

Tweets in Hindi- 

English Code-

Switched Language 

(P. Mathur et al.) 

Classification of the tweets in 

HEOT dataset using transfer 

learning. 

Convolutional Neural Networks is 

pre-trained on tweets in English 

followed by retraining on Hinglish 

tweets. 

As the tweet data in Hinglish 

language is a small fraction of 

the large pool of tweets 

generated. 

 

Analysis Text of 

Hate Speech 

Detection 

Using Recurrent 

Neural Network (A. 

S. Saksesi et al.) 

The Deep Learning and Recurrent 

Neural Network techniques can 

identify the text containing hate 

speech or not. 

Learning Rate and Batch Size 

techniques affected to the 

performance, and accuracy 

results. 

Detecting Hate 

Speech in Tweets 

Using Different 

Deep 

Neural Network 

Architectures (B. R. 

Amrutha et al.) 

Method to improve hate speech 

classification (improve F-

measure).  

Confidence. 

Lacking reproducibility.  

Post experimentation. 
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2.4  Approach for filling the existing research gap by using literature review 

Based on the literature review identified that Hate Speech Detection is an important aspect for 

nowadays. Hate speech on social media becomes a problem because people tend to post 

violence contents in different languages. Therefore, it is difficult to find the contents which are 

related to hate speech for social media like Twitter, Facebook. For the Sinhala language it 

would be difficult to identify the contents which go against the community standards. The 

contents with the racist words, offensive language, and the words without explicit hate 

keywords are difficult to classify in Sinhala as it has more combination of words. Therefore, 

this research basically creates an approach to analyze and identify the Sinhala contents from 

social media which can be categorized in to hateful speech.  

This proposed research approach is going to build a hate speech detection on Sinhala language. 

Mainly this research focuses to develop the training model and use machine learning/deep 

learning approaches to identify hate speech from the Sinhala context. As the first step, proper 

data set needs to be collected. The dataset will be containing Sinhala contents collected from 

free accessible websites and social media such as Twitter, after extracting Sinhala comments 

using web scraping methods.  

In addition, this research aims to use machine learning and deep learning as the major 

technologies in order to train the models to identify the best approach that is used to detect the 

context which contains hate speech in Sinhala language. Moreover, collected data needs to be 

preprocessed with the noise free context and the training model will be developed. The 

appraisal of hate speech comment review is a classification problem frequently called 

sentiment analysis. Stemming approach can be used to collapse distinct words and reduce the 

dictionary size and it helps to sharping the results with good accuracy level. Also, with trained 

model we can test the contents which are categorized under hate speech.  

By comparing most applicable and recently used deep learning and machine learning 

algorithms and by observing the accuracy level of each and every approach, it is going to select 

the most suitable and accurate machine learning approach for this research.  

2.5  Summary  

This chapter presented a critical review of the research in the areas of machine learning/deep 

learning and natural language processing as the major output of literature review, we have 

defined the research problem as an approach to Sinhala hate speech detection using machine 
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learning and natural language processing. It is also identified that suitability of neural network 

solution composed of Long-Short-Term-Memory (LSTM) and machine learning classification 

techniques used to identify offensive language contents and making the awareness of the 

general public. 
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Chapter 3: Methodology 
 

3.1  Introduction to Methodology 

The methodology explains the way of research has been handled with the knowledge of 

literature review. As mentioned in literature review chapter the scope of this project spread 

over many modern computer science fields. As mentioned in above chapters the goal of this 

research is to find an efficient approach to detect Sinhala hate speech. This chapter provides a 

comprehensive overview of implementation steps which has been carried out to develop this 

solution. Therefore, this chapter explains the data set, preprocessing data, and machine 

learning/deep learning approaches which were used to accomplish this task. 

3.2  Research Problem 

Nowadays hate speech becomes increasing all over the internet but identification of hate 

contents still didn’t achieve to the satisfied target. Therefore, hate contents posts are increasing 

day by day. We can’t identify the generalized solution for hate speech detection because it 

depends on the language. According to this research, it’s going to find the approach for hate 

speech detection for Sinhala language.  

According to the literature survey, most of the social media has manual process to report the 

offensive posts also they have policies as well. When it comes to the Sinhala language, there 

is no proper hate speech detection introduced yet. Huge alphabet combination may be one of 

the key elements for lacking the hate speech detectors for Sinhala language. Therefore, this 

research is for finding an approach for Sinhala hate speech contents.  

Furthermore, literature survey proved that there are many approaches already taken for 

detecting hate speech on different languages including Hindi, English, Indonesian etc [14]. 

Some of the main approaches are deep learning, classification with machine learning 

approaches, neural network approaches etc [16]. But still there is no proper solution for the 

Sinhala language. Sinhala contents gathered from social media will be used for creating the 

data set for the proposed model. After preprocessing the dataset machine learning approaches 

will be used to identify hate speech contents on Sinhala language efficiently. The system will 

be used python language besides web scarping tools will be used to extract data from social 

media. 
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3.3  Proposing Model/Design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: Overall High Level Diagram 
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As shown in figure 3.1, overall high level diagram explains the overall architecture of Hate 

Speech Detection Research approach. Initially collected data was annotated and preprocessed, 

in order to create two data sets called Sinhala and Singlish at the end of preprocessing stage. 

Then feature extraction has been done using Count Vectorizer and TF-IDF Vectorizer. In the 

training stage, four supervised learning models and deep neural network have been used for 

Sinhala, Singlish and Mix data sets separately. Furthermore, in the testing stage it combined 

all four classifiers with deep neural network and predict the result for Sinhala, Singlish and 

Mix data sets by using Ensemble model and generate results for all three data corpus. Finally, 

by combining the Sinhala-Singlish ensemble models it can be used to compare the accuracy of 

the model with Mix ensemble model with the intention of getting the best model.     

3.4  Data Set 

To perform a successful experiment on hate speech detection availability of a labeled corpus 

is really important. As the first step, proper data set needs to be collected. The dataset will be 

containing Sinhala contents collected from free accessible websites and social media such as 

Twitter.  

The data set is created using the social media comments (Twitter). They have given great 

opportunities to users/readers to express their ideas. Also, they have provided the policies in 

order to safe the platform. But people posting some offensive contents. Therefore, some posts 

with offensive comments will be removed manually because it doesn’t go with the community 

standards. The prepared dataset consists around 3500 comments and they were manually 

labeled by considering the full meaning of the comment and if it comes under hate speech the 

label is “Yes” otherwise “No”. Table 3.1 represents the overview of annotated data for the 

training dataset as “hate” or “not hate”. 

Table 3.1: Classes of training dataset 

No of Hate Comments 1319 

No of comments without Hate 2276 

Furthermore, separate dataset consists around 286 comments used as the testing dataset and it 

is also manually labeled by considering the full meaning of the comment same as the training 

set. 
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Table 3.2: Classes of testing dataset 

No of Hate Comments 157 

No of comments without Hate 129 

3.5  Definition of the Hate Speech 

As stated by numerous researchers, hate speech can be defining in various ways, but in this 

research data set was manually labeled in relation to the below hate speech explanation. 

“Hate speech is the usage of language to insult or spread hatred towards a particular group 

or individual based on religion, race, gender or social status.” 

3.6  Preprocessing 

This research aims to use natural language processing, and machine learning as the major 

technologies in order to train the model to identify and suggest the context which contains hate 

speech using Sinhala language. Moreover, the training model will be developed and before 

using the data in the trained model, collected data needs to be preprocessed with the noise free 

context. Besides it is essential to label the data showing whether it is hate speech or not. The 

appraisal of hate speech comment review is a classification problem frequently called 

sentiment analysis. Stemming approach can be used to collapse distinct words and reduce the 

dictionary size and it helps to sharping the results with good accuracy level. Eventually, this 

research will need a bag of words where it contains selected labeled words with hate speech or 

not, besides we need a testing dataset to test the trained model. Also with trained model we can 

test the contents which are categorized under hate speech. 

3.7  Feature Extraction 

In Feature Extraction, feature can be defining as a property of the instance that is being 

classified. In this hate speech detection research, instance is a comment/ sentence and features 

like words are highly specific. When training the models for hate speech detection the input to 

the models is the set of features which represent comments in our corpus and all feature 

extractions were done using scikit learn python library which is used widely for machine 

learning purposes with python. In this research Count Vectors and TF-IDF features were used 

for extract features from Sinhala, Singlish and Mix datasets [7]. 
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3.8  Classification Models and Neural Network Model 

As the models of the hate speech detection research, four different classifiers including Linear 

Support Vector Machine, Logistic Regression, Naïve Bayes, and Random Forest along with a 

Deep Neural Network were tested to find the best model [9] [17]. This was deliberated as a 

binary classification task, using the implementations and libraries present in scikit-learn toolkit. 

This task will be done for Sinhala, Singlish and Mixed datasets separately. 

3.8.1 Supervised Learning Models 

 

 

  

 

 

  

  

 

 

 

 

 

 

 

 
 

Figure 3.2 embodies the comprehensive illustration of the system scheme for the model 
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Figure 3.2: High Level Diagram for Supervised Learning models 
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Figure 3.3: Deep Neural Network Model 

Linear Support Vector Machine is supervised learning approach which is used for 

classification. It is used mostly where number of dimensions is greater than the number of 

samples. The SVM supports both Dense and Sparse vectors as input. In the scikit learn contains 

classes including SVC, NuSVC and LinearSVC to perform binary and multi classes 

classification in machine learning for the data set. In our study used Linear SVM and Stochastic 

Gradient Descent Classifier (SGDClassifier) with its default loss parameter to build the SVM 

was used. 

Logistic Regression is a statistical model is used for analysis where the dependent variable is 

categorical. In this research our task is binary classification and using this model we can find 

the best fitting model to describe the independent and dependent variable relationship. In this 

research Scikit-learn toolkit’s Logistic Regression Classifier with its default parameters is used 

to get the performance results. 

Naïve Bayes classifier is also a supervised learning model and it is based on applying Bayes’ 

theorem with the “naive” assumption of conditional independence between every pair of 

features given the value of the class variable. In our research Scikit-learn toolkit’s 

MultinomialNB classifier used for this experiment. 

Random Forest is a supervised learning model and it is used for both classification as well as 

regression. Random forest algorithm creates decision trees on data samples and then generate 

the prediction. By using this approach it selects the best solution. In our research Scikit-learn 

toolkit’s RandomForestClassifier used with default parameters to get the accuracy results. 

3.8.2 Deep Neural Network Model 
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Deep Neural Network approach is another way that was used to detect Sinhala hate speech 

contents in this research. Neural Networks are computational networks which were vaguely 

inspired by the neural networks in the human brain. It consists of nodes which are connected 

as nodes. Deep Neural Network have been tested for Sinhala, Singlish and Mix datasets. 

In this research we used LSTM approach detect hate speech contents. LSTM networks are a 

special kind of RNN, which are capable of learning long-term dependencies. LSTM approach 

used to remember the information for the long periods of time is practically their default 

behavior [15]. In this research LSTM approach had been used for Sinhala, Singlish and Mix 

data sets. 

Furthermore, this research used sequential model and multi-layer architecture. The multi-layer 

structure constructed using Embedding, LSTM and Dense layers. Dense layer constructed 

using three activation functions including ‘tanh’, ‘relu’ and output layer ‘sigmoid’ respectively. 

We used ‘sigmoid’ function as the output because this research use binary classification, so 

that it generates one output value. When it comes to multi class classification we can use 

‘softmax’ function. Keras embedding layer used for text data and it requires to send to integer 

encoded data to input so that each word will be represent as unique integer. Also, Dense layer 

receive values from embedding layer, so that before sending sparse data to the dense layer it is 

going to be embedded data in the embedding layer. In optimizer we used ‘Adam’ with 

parameters including learning rate. Learning rate parameter ensures that how much it is going 

to learn when moving from one epoch to another.  

In the beginning of the neural network approach Stratified K-Folds cross-validator was used 

because it provides train/test indices to split data in train/test sets. This research we have 

selected the fold count is three because after the 3rd fold there is no change of accuracy increase 

or decrease of loss. Furthermore, in deep neural network follows the training steps including 

set epochs’ history, select the best model and save, load saved model and save the prediction 

results.  

3.8.3 Cross Validation 

Cross-validation is a technique for evaluating Machine Learning models by training several 

Machine Learning models on subsets of the available input data and evaluating them on the 

complementary subset of the data. This can be used to detect and minimize overfitting 

problems. In hate speech detection research cross validation used in supervised learning models 

including Linear SVM, Naïve Bayes, Logistic Regression, Random Forest and Deep Neural 
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Network model for Sinhala, Singlish and Mix datasets and found the highest accurate models 

and save them.  

3.8.4 Ensemble Models 

Ensemble modeling is a process of combining multiple models and predict an outcome by 

using different modelling algorithms or training datasets. In this research we have combined 

four Supervised Learning models and deep neural network model for Sinhala, Singlish and Mix 

datasets separately. For an example the Sinhala dataset was trained using five separate 

individual algorithms and by considering the accuracy values of each model I have come up 

with the ensemble model for the Sinhala dataset. The mechanism to generate the ensemble 

model was discussed under 4.3.4 Ensemble Model section. Similarly that has been done for all 

other datasets (Singlish and Mix) with the intension of generating the ensemble models for 

each dataset. As the last step both Sinhala and Singlish ensemble models were concatenated as 

a Sinhala-Singlish ensemble model where it contain the predictions for the whole dataset same 

as the Mix ensemble model. So that it can be used to compare the results generated by these 

two ensemble models in order to select the accurate ensemble model which can give us the 

better prediction results.  

3.9   Introduction to Evaluation 

In the evaluation of proposed research approach to identify Hate Speech on Sinhala Language, 

following approaches are to be used.  

By using developed trained models with preprocessed data can be evaluate/test to identify the 

highest accuracy models data contains hateful speech. Initially supervised learning models and 

deep neural network model evaluate to generate accuracy value for Count Vectors and TF-IDF 

variables for Sinhala, Singlish and Mix datasets separately. Then apply cross validation for 

high accuracy values generated from Count Vectors or TF-IDF variables. Then after that saved 

high accuracy cross validation models apply to the Ensemble Model and predict the results. 

Standard evaluation can be done using “unseen” test set and identify the detection and 

suggesting contents of hate speech. Furthermore, it will test the different approaches which are 

going to use within this research and based on that accuracy level can be measured. Moreover, 

as the earlier approaches confusion matrix used to construct precision, recall, F-Score of hate 

speech detection approach. Confusion Matrix is mainly used to describe the performance of 

the classification model of hate speech detection. Construct Precision, Recall, F-Score denote 
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to find all relevant cases from the hate speech data set. Finally, we can evaluate the machine 

learning approaches which used to identify Hate Speech contents from the trained model and 

flag them. 

3.10  Model Implementation for Hate Speech Detection 

Implementation phase describe the detail process of construction of classification and deep 

learning models with the codes and technologies. The entire process will be described step by 

step. The main steps of this experiment includes,  

 Data gathering and labeling 

 Data preprocessing 

 Feature extraction methods 

 Build classification, and deep neural network model 

 Performance evaluation (Cross Validation and Ensemble method) 

Data collection and annotation process described in the beginning of the methodology. 

Therefore, the detailed process will be explained from the data preprocessing step. 

3.10.1 Preprocessing 

As the first step all gathered data should be cleaned before they are fed to the classifiers in 

order to reduce noise. For this task we used Natural Language Processing and developed 

methods used to carry out preprocess steps, in order to get the cleaned data set. Since the 

language is Sinhala, we have to have an idea about Sinhala character, vowels etc. Sinhala 

Language alphabet consists of 61 letters comprising 18 vowels, 41 consonants and 2 semi-

consonants. 

 

Figure 3.4: Sinhala alphabet 
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Data preprocessing was carried out commonly for Linear SVM, Logistic Regression, Naïve 

Bayes, Random Forest supervised learning models and deep neural network model. When 

cleaning the dataset following steps were followed.  

 Remove symbols  

Under this phase non alpha numeric characters, url, mentions, retweet status were removed and 

resulting data move to the tokenization. These special characters were removed by checking 

with the regular expressions using functions.  

 Fixing Vowels  

In order to overcome the mistakes of Sinhala typing, vowel letter fixer can be used. As the 

following example, although two words are same, computer identified it as two different words.  

 

Figure 3.5: Vowel letter mistakes 

This model checking the vowels in Sinhala characters and fixed the character issues and return 

the simplified sentences. 

 

 

 Simplifying Sinhalese Characters 

The textual contents in social networks are often informal, unstructured and even misspelled, 

but by simplifying characters, it is able to identify same word with different misspelled words. 

As an example, the word “මූහූදට” can be mistakenly type instead of “මුහුදට”. By using 

simplifying characters helps to identify those words are same. 



23 

 

 

Figure 3.6: Simplified Character Dictionary 

 Stemming  

Stemming defines the process of reducing inflected words to their word stem, base 

or root form. According to the theory Sinhala data were stemmed by removing the suffixes. 

 Tokenization 

Breaking up strings into words and punctuations is known as tokenization. Words in every 

comment were tokenized.  

 

Figure 3.7: Tokenize the data set 
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 Generate unique Singlish token for English tokens 

In this step identify the English and Singlish words and generate unique Singlish token for the 

discovered English tokens. Then separate Sinhala and Singlish tokens and save the data sets in 

two separate CSV files by finding the indexes.  

 

Figure 3.8: Find Indexes of Sinhala and Singlish data 

 Remove stop words 

In order to remove the stop words from the data set, separate Sinhala stop words list was used 

and got the cleaned data set in order to reconstruct the sentences and generate count tokens for 

each sentence.  

 

Figure 3.9: Remove stop words 

After the above mentioned steps cleaned data was saved on separate CSV files as Sinhala and 

Singlish data set. This task has been completed to clean the data set before applying to 

supervised learning model and deep neural network model. 
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3.10.2 Feature Extraction 

In supervised learning approaches, entirely the extraction accomplishments were done with use 

of python scikit learn toolkit. The feature extraction codes rely on the functions of scikit learn 

toolkit. In Natural Language Processing feature extraction purposes, CountVectorizer and Tf-

idf vectorizers are mainly and widely used as inbuilt vectorizers. Both vectorizer features have 

been tested for Sinhala, Singlish and Mix data set in each supervised learning model. 

 CountVectorizer – Bag of Word Features (BoW) 

CountVectorizer is going to transform the comment/sentence into an array having the count of 

appearances of each word in it. Before performing the feature extraction Split the data into 

training and testing parts. Furthermore, CountVectorizer implements both tokenization and 

occurrence counting in a single class. A collection of text documents can be converted to a 

matrix of token counts using CountVectorizer. This vector space model used to count the 

number of the unique words in all comments and the frequency of each term in vector can be 

observed. Therefore, bag-of-word features were extracted using CountVectorizer.   

 

Figure 3.10: Count Vectorizer 

 Tf-idf Vectorizer – Term Frequency Features (Tf-idf)  

Term frequency-inverse document frequency vector is a way to measure the importance of a 

word or term and also measure how much rarely a word is present in a document. So, using 

this vectorizer, the words with highest importance as a feature can be obtained. Furthermore, 

Tf-idf is frequency of the term is off-set by the frequency of the word in the corpus which 

clearly says that some words appear more frequently in general. 

 

Figure 3.11: Tf-idf Vectorizer 
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3.10.3 Build classification, and deep neural network model 

As mentioned earlier in methodology, four supervised learning approaches and Deep Neural 

Network approach were used to detect hate speech on Sinhala language. Supervised learning 

approaches used CountVectorizer and TF-IDF vectorizer features for Sinhala, Singlish and Mix 

data sets separately. Then applied machine learning classifier for each approach using training 

dataset and evaluate using the testing dataset.  

  

Figure 3.12: Train Test Dataset Split 

As mentioned in earlier in methodology, deep neural network approach used multiple layers to 

train the data set including embedding layer, LSTM, dense layers with ‘tanh’,’relu’ and 

‘sigmoid’ activation functions. Furthermore, three folds and 10 epochs are used to train the 

dataset and save the best values on the disk. For all supervised learning models and deep neural 

network will be evaluated using precision, recall, F-score and confusion Metrix.  

3.10.4 Performance evaluation (Cross Validation and Ensemble method) 

The results generated from above supervised learning and deep neural network were compared 

and it was concluded that count vectorizer values generate higher values than TF-IDF values. 

Therefore, cross validation applied for count vectorizer results in supervised learning and deep 

neural network for Sinhala, Singlish and Mix datasets. Then after that generated results were 

compared and applied Ensemble model for highest accurate models from each approach by 

combining saved models. Ensemble model had been tested for Sinhala, Singlish data separately 

and Mix data separately. Then concatenate Sinhala and Singlish data again tested with mix data 

set. By using this method, we can find the highest accurate model to use for the hate speech 

detection.     
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Chapter 4: Results and Evaluation 

In this chapter the evaluation plan, experiments and results of the experiments will be 

discussed. Major goal of this investigation is to inspect diverse algorithm behaviors 

accompanied by diverse features to discover the Sinhala hate speech and find the most accurate 

model. In this section dissimilar feature collections and dissimilar classifiers will be assessed 

with regard to ‘accuracy’, ‘precision’, ‘recall’ and ‘F-score’ measures.  

4.1 Data Set involved with the Evaluation 

To perform a successful experiment on hate speech detection availability of a labeled corpus 

is really important. As the first step, proper Sinhala data set was collected from Social Media 

besides, selected set consist of comments written and posted by the users from numerous posts 

on Twitter also from Sinhala newspaper article comments which are available publicly. They 

have given great opportunities to users/readers to express their ideas. Also, they have provided 

the policies in order to safe the platform. Since data set is prepared by using users’ ideas, 

articles, etc. We got the proper data set to identify hate contents. Also, data set was 

preprocessed in order to remove special characters, stop words and other irrelevant content. 

The annotated data set used to feed to the model and results will be generated accordingly. 

Therefore, credibility of the data set and results from the machine learning approach will be 

higher. 

4.2 Evaluation Approach 

For the Hate speech detection evaluation approach, statistical, mathematical techniques can be 

used to accomplish the task. Since this research based on the quantitative approach, systematic 

investigation has done for it. Initially, manually collected the Sinhala data and annotated it 

manually and the result applied to build model in order to get the predictions. Then data set 

results generate from the model will be analyzed with the metric in order to measure the 

performance of the research. 

Furthermore, the evaluation metric built was used throughout the experiment. This research 

based on natural language processing, machine learning and deep learning, therefore as the 

evaluation metrics accuracy, precision, recall and F-score were selected for this research. 

According to the research dataset, it was mentioned the data either hate or not, therefore binary 

classification method used for this research. The values checked from the above-mentioned 
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metrics relied on the notation of positives and negatives. According to this research the 

comment with hate defined as positive and comment without hate defined as negative. 

Table 4.1: Structure of the Confusion Matrix 

  Predicted Class 

  With Hate No Hate 

True Class With Hate True Positive False Positive 

 No Hate False Negative True Negative 

According to the Table 4.1, True negatives, true positives, false negatives and false positives 

are defined in the structure of Confusion Matrix. Also, in order to evaluate the results, the 

confusion matrix was built according to the above table and results will be observed based on 

that. As the evaluation metrics for supervised learning and Deep Neural Network approaches 

as well as cross validation followed the below metrics and generate the values accordingly.  

 Accuracy 

 

According to the above-mentioned formula, accuracy can be defined as the fraction of 

predictions that are correct.  In natural language processing researches, accuracy is used for the 

evaluation, but it has few problems which are very common. Accuracy is not a good measure 

when the classes of data is unbalanced. Most of the datasets are not 100% balanced. 

Furthermore, accuracy measure gives more weight to the correctly classified positives and 

negatives. In data set unbalanced situations the results of the accuracy rate will be higher in 

one class. 

 Precision 

 

Precision defines fraction of predicted hate comments which were actually hate comments. 

This method is useful to measure the correctness of the positive predictions. Therefore 

precision is the best method to check the correctly predicted positives because it does not 

consider about negatives.   
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 Recall 

 

Recall defines the fraction of hate comments that were detected. By using this measure the 

number of hate comments can be identified and number of hate comments that the classifier 

missed can be examined. Recall also does not consider about true negatives. Therefore, this is 

also a better solution for the evaluation of this research. 

 F-Score 

 

When harmonic mean of precision and recall is calculated it is called as F-score. This measure 

ensures that there will be no overly rely on either precision or recall, therefore F-score was 

selected as the main evaluation measure for hate speech detection.   

4.3 Results 

As mentioned in the Methodology chapter all the comments were stored in one csv file and 

read into one data frame and then split into two data sets as Sinhala and Singlish data. Then 

apply the supervised learning models and deep neural network model for the above mentioned 

data set. Then cross validation has been done for the above mentioned algorithms and the best 

models used to develop an Ensemble model. 

4.3.1 Training and Testing Data Set 

This approach has been done for both Sinhala, Singlish and Mix data. Initially data set divided 

into two sets call Sinhala dataset and Singlish dataset through the preprocessing. Then for both 

datasets divide into training and testing sets through the model parameters as follows. 

Table 4.2: Total Dataset Summary 

Total data  3500 

No of Hate Comments 1319 

No of comments without Hate 2276 

Training dataset size 0.9 

Testing dataset size 0.1 
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Table 4.3: Sinhala and Singlish dataset 

Total Sinhala data  2340 

Total Singlish data 1255 

Training dataset size 0.9 

Testing dataset size 0.1 

 

Then apply the supervised learning models for both Sinhala and Singlish datasets separately 

and concatenated dataset and then generate the Bag of Words feature values. 

4.3.2 Bag of Words Features and Deep Neural Network 

All the bag of words features is extracted using CountVectorizer and Tf-Idf vectorizer in Scikit-

learn package. Count Vectorizer applied for both Sinhala and Singlish datasets separately and 

for the merged datasets as well. 

 Count Vectorizer Results 

Count Vectorizer results generated from four classifiers will be explained in this section. 

Table 4.4: Count Vectorizer - Sinhala data set 

 

Table 4.5: Count Vectorizer - Singlish data set 
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Table 4.6: Count Vectorizer - Mix data set 

 

According to the Count Vectorizer results, Random Forest classifier contains the highest value 

of Sinhala data set. Linear SVM contains the highest value in Singlish data set as well as Mix 

data set. The table 4.7 displayed the summary result of Count Vectorizer in each classifier 

model. 

Table 4.7: Summary of count vectorizer 

 

According to the count vectorizer results Logistic Regression contains higher accuracy value 

for Sinhala data set, Naïve Bayes contains higher accuracy value in mix data set, Linear SVM 

contains highest value in mix data set and Random Forest contains highest value in Sinhala 

data set. Furthermore, Linear SVM is having higher accuracy value and F-score in Count 

Vectorizer. 

  

Figure 4.1: Confusion Matrix of Linear SVM 
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 TF-IDF Vectorizer Results 

In this section the results generated from TF-IDF vectorizer will be explained. 

Table 4.8: TF-IDF Vectorizer - Sinhala data set 

 

Table 4.9: TF-IDF Vectorizer - Singlish data set 

 

Table 4.10: TF-IDF Vectorizer - Mix data set 

 

According to the TF-IDF results as shown in above tables displayed that Random Forest 

accuracy value is higher in Sinhala dataset. In Singlish data set Linear SVM generated the 

highest value and Mix data set Random Forest classifier contains the highest value. Table 4.11 

shown the summary result of TF-IDF vectorizer. 

Table 2.11: Summary of TF-IDF vectorizer 
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According to the Table 4.11 TF-IDF vectorizer generated higher value in Sinhala data set in all 

four supervised learning models. Random Forest is having fairly higher value with the F-score 

but Linear SVM also have very small difference when compare with Random Forest.  

 

Figure 4.2: Random Forest Confusion Matrix for TF-IDF 

 

Figure 4.3: Linear SVM confusion matrix for TF-IDF 

According to the Count Vectorizer and TF-IDF Vectorizer values, Count Vectorizer generates 

fairly higher values. Therefore, as for the Cross Validation approach we used the results 

generated from Count Vectorizer. 
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 Deep Neural Network Results 

In LSTM model three-fold cross validation has been followed and calculated the Accuracy 

values for Sinhala, Singlish and Mix datasets. 

Table 4.12: Accuracy summary in Deep Neural Network 

  Sinhala Singlish Mix 

        

Accuracy 0.782051 0.595238 0.758333 

 

According to the Table 4.12 Sinhala data set contains the highest accuracy value. Following 

results has been displayed for the Sinhala Dataset. 

Table 4.13: Summary of Fold Accuracy and Loss in Deep Neural Network 

Fold Accuracy Loss 

0 

 

 
 

 

 
 

 

 

1 
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2 

 

 

 

 

 

Following table 4.13 shows the results of Confusion Metrix generate for the three folds.  

Table 4.14: Confusion Metrix result in Deep Neural Network 

 

Fold Confusion Metrix 

0 

 

 True Class 

No Yes 

Predicted Class No 496 284 

Yes 0 0 
 

1 

 

 True Class 

No Yes 

Predicted Class No 364 86 

Yes 132 198 
 

2 

 

 True Class 

No Yes 

Predicted Class No 495 285 

Yes 0 0 
 

 

In LSTM model calculated the precision, recall and F1 score according to the confusion matrix 

of each fold of the model in Sinhala Dataset. 
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Table 4.15: Precision, Recall, F1-Score values in Deep Neural Network for Sinhala Dataset 

Fold Class Precision Recall F1 score 

0 No 0.6359 1.0 0.7774 

 Yes INFINITE 0.0 NaN 

1 No 0.8089 0.7339 0.7696 

 Yes 0.6 0.6972 0.645 

2 No 0.6346 1.0 0.7765 

 Yes INFINITE 0.0 NaN 

 

4.3.3 Cross Validation 

Following results shows the cross validation of classifiers including Logistic Regression, Naïve 

Bayes, Linear SVM and Random Forest. 

Table 4.16: Cross Validation for Sinhala Dataset 

 
 

According to the Table 4.16 Linear SVM generated the highest accuracy, F-score values in 

Sinhala data corpus. 

 Table 4.17: Cross Validation for Singlish Dataset 

 

According to the Table 4.17 Logistic Regression generated the highest accuracy, F-score values 

in Singlish data corpus. 
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Table 4.18: Cross Validation for Mix Dataset 

 

According to the Table 4.18 Random Forest generated the highest accuracy, F-score values in 

Mix data corpus. When compare with Logistic Regression and Linear SVM, the accuracy 

values are fairly similar. 

Table 4.19: Cross validation summary 

 

According to the cross validation summary table 4.19, conclude that Linear SVM generates 

fairly higher value than other supervised learning models.  

4.3.4 Ensemble Model 

Ensemble model built using the highest accuracy cross validation models generated from each 

supervised learning model and deep neural network model combination. Therefore, five models 

used to generate ensemble model results for Sinhala, Singlish and Mix datasets separately. 

Then after that concatenate with divided Sinhala and Singlish data set and compared with the 

mix data set results.  For the ensemble method used the separate testing data with 286 rows to 

get the accurate model and it was also preprocessed using the same mechanism. 

In this model, first loaded the saved models. This approach also tested for the Sinhala, Singlish 

and Mix data sets separately. By using preprocessed test data continue the task to generate 

prediction values. Then generate the accuracy values for classifier models and deep neural 

network model. 
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In order to develop the ensemble model, we need to get the summation of the classifier models 

accuracy and deep neural network accuracy and based on these accuracy values calculate 

weights for each model.  

 

Figure 4.4: Ensemble model weight calculation 

Then using calculated weights and prediction values, calculate the average value and compare 

it with the threshold value.  

 

Figure 4.5: Ensemble model Average calculation 

As the next step, in order to find the best accuracy and threshold values, compare the generated 

ensemble accuracy with the best accuracy and threshold value and calculate best values for the 

model. This task has been carried out for Sinhala, Singlish, Mix data sets separately and 

aggregated the Sinhala-Singlish data set.  

 

Figure 4.6: Ensemble model best accuracy and threshold calculation 

Table 4.20: Individual Model Prediction Results 

Sinhala Accuracy Values Singlish Accuracy Values Mix Accuracy Values 

sinhala_accuracy_DNN 

0.480000 

singlish_accuracy_DNN 

0.570000 

Mix_accuracy_DNN 

0.500000 

sinhala_accuracy_LR 

0.500000 

singlish_accuracy_LR 

0.560000 

Mix_accuracy_LR 

0.480000 
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sinhala_accuracy_LSVM 

0.520000 (Best Accuracy) 

singlish_accuracy_LSVM 

0.570000 

Mix_accuracy_LSVM 

0.520000 

sinhala_accuracy_NB 

0.500000 

singlish_accuracy_NB 

0.620000 (Best Accuracy) 

Mix_accuracy_NB 

0.540000 (Best Accuracy) 

sinhala_accuracy_RF 

0.490000 

singlish_accuracy_RF 

0.570000 

Mix_accuracy_RF 

0.500000 

 

Table 4.21: Ensemble Model Prediction Results 

Sinhala Data set Ensamble method best accuracy :0.530000,  

best threshold value :0.180000 

Singlish Data set Ensamble method best accuracy :0.620000, 

best threshold value :0.670000 

Mix Data Set Ensamble method best accuracy :0.530000,  

best threshold value :0.590000 

Concatenate best sinhala 

and singlish predictions 

ensamble_sinhala_singlish_accuracy :0.550000 

According to the ensemble prediction data we can conclude that Sinhala-Singlish concatenated 

data set provides better accuracy than the mix model accuracy. 
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Chapter 5: Future work and Conclusions 

5.1 Conclusions 

The main aim of this research is to find an approach to detect hate speech on Sinhala Language. 

Therefore, four machine learning (supervised learning) algorithms and deep neural network 

approach were used to generate the results. Then to increase the performance of the above 

mentioned classifiers cross validations techniques were used to accomplish the highest 

validation models. As the next step, developed the Ensemble model with combining all four 

classifiers and deep neural network highest accuracy models as well as checking different 

combinations for Sinhala, Singlish and Mix datasets. Then after that combined the Sinhala-

Singlish data sets again and compared with the Mix data set. As the summary we can conclude 

that Ensemble Sinhala-Singlish accuracy is better than Mix model accuracy.  

Furthermore, it is appropriate to consider an approach with combined models instead of using 

models separately, because it provides the better result. Instead of using Sinhala, Singlish as 

separate two models it is better to aggregate divided data sets and compare it with the Mix 

model which helps to increase the performance. 

The main objective of this research was to develop an approach to detect the contents of hate 

speech in Sinhala Language in Social Media context. In order to accomplish this task few other 

objectives were followed. One of the sub objective was to collect a representative sample of 

Sinhala/Singlish hate speech from social media and annotate it. Therefore, we have collected 

around 3500 data set and annotated it manually. The preprocessing of data set gave the noise 

free context in order to proceed with the next stage. 

The other objective was to explore algorithms that would help in training a suitable model from 

the training data and perform model diagnostics in order to validate the model. Therefore, we 

have used four supervised learning models, deep neural network model, cross validation 

models and developed an ensemble model with all above mentioned classifiers and deep neural 

network model to get the more accurate results. 

Finally, accuracy values and F-scores were compared to detect the performance of discovered 

algorithms. Initially Count Vectorizer and TF-IDF Vectorizer results compared and Count 

Vector results generated fairly higher values. Also Linear SVM had the highest accuracy value. 

Then Count Vectorizer selected for the cross validation and in this phase also Linear SVM 

contained the fairly higher value. Next we developed the Ensemble model with generated 
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highest value models and we can conclude that Sinhala-Singlish aggregated model gives the 

higher value than Mix Model results.  

5.2 Future work 

This research is mainly focused to develop an approach to detect hate speech on Sinhala 

Language. In this research we used supervised learning classifiers and deep neural network 

approach to build the Ensemble model and predict the results. As the future work this research 

can be enhanced with unsupervised learning models to predict the results.    

Furthermore, this can be enhanced with increasing the data corpus and annotate the dataset 

with correct labels. The semi-supervised learning can be used to annotate the dataset as well as 

training the models. As the manual annotation task is having difficulties, if there is a proper 

approach available, it would be easier for the preparation of the dataset to predict the accurate 

results.  
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APPENDICES 
 

Test Data Preprocessing in Ensemble Model (Testdata_Preprocess.py) 
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Test prediction method of Ensemble Model 

 

 

 

Ensemble model for Sinhala dataset 
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