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Abstract

According to the people life style, people are surrounded with vast amounts of information albeit with
less and less time or ability to make sense of it. Automatic summarization first started as early as in the
1950s.In the modern world due to lack of the time, generating an accurate and intelligent summary for a
long document or text pieces has become a popular research as well as an industry problem. This
research is carried out to find the suitable approaches to address the above mention issue with minimum

linguistic resources.

This research proposes a solution for summarizing Sinhala text by identifying the most important
and relevant sentences based on linguistic and statistical features of a given text, using an
unsupervised extractive summarization approach. In order to generate a better summary, keyword

and sentence extraction is manipulated by using a graph based TextRank algorithm.

The proposed method was evaluated by comparing the machine generated summaries and human
generated summaries based on the assumption that human generated summaries are perfect. The critical
evaluation was done by using ROUGE-n and F1 Score to ensure the proposed method usability,
performance and efficiency. According to the ROUGE-n values it gives more than 60% of recall rate and
more than 42% of precision rate. Further, this research provides a benchmark for future research on

Sinhala automatic text summarization.
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Chapter 1 — Introduction

1.1 Chapter Overview

The purpose of this chapter is to provide an overview of the Sinhala Text Summarization. It
commences with a brief introduction along with the current limitations faced by Sinhala Text
Summarization. Furthermore, this chapter provides the aim, objectives, scope and feature of
proposed application. Additionally, previous works have been done is evaluated. Also proposed
project plan is included, which will be followed throughout the entire project. Eventually,

concludes with an overview of the chapters to follow.

1.2 Problem Domain

With today's immense and rapid growth in the use of smartphones, tablets and electronic document
readers, there is a well-known need to develop tools to summarize and visualize documentary
content. [17] The summaries are a process in which the most important essential information of the
source text is obtained by presenting the information so that the people can understand the idea in

a shorter time.

Memory works in a mysterious way. Cognitive scientist Dan Willingham gave a good explanation
about memory and how it works. "Since you cannot save everything, your memory system registers
your bets: if you think carefully and repeatedly something, you'll probably have to think again, so
you should save it." If you do not think of something so fast, you probably do not want to think
about it anymore, so it does not have to be stored, your memory is a product that you think about

more carefully, and what students think more carefully is what they will remember."[3]

In this new era, it is of utmost importance to provide an improved mechanism to extract the most
important information and data from documents or the Internet in the most efficient and fastest
manner. Sometimes it is difficult to extract the summary of a large text document for people. To

solve the problem, the automatic text summary is needed.

Sinhala is one of the native and national languages that is used mainly in Sri Lanka. Although
Sinhala is the national language of Sri Lanka, today there are still a handful of applications and

websites that use Sinhalese as the main language. Although the studies are done to summarize the



text in English, there are no attempts at the Sinhala language. This research focuses on the problem

of summarizing text in the Sinhalese language.

With the growing amount of data on the Internet, such as websites, news, e-books, publications
and the like, one of the biggest challenges for all is access to reliable and accurate data. However,
with hectic schedules of people and the large amount of data available, there is a need for
abstraction or summary of information. [7]

In a well-summarized text, it is easy to understand the most important concepts and the essential
information of the original document. Sinhala is the main language of Sri Lanka and more than 19
million people use it. Although it is used by many people, Sinhala has done very little research in

computational linguistics. [4]

Although the text summary is available for languages such as English, Punjabi, Hindi and etc.,
[21],[14] There have been limited studies to carry out the text summary in the Sinhalese language
and it is one of the biggest problems facing the Sinhala community on a daily basis. To address the

above problem, this research is done for the Sinhalese language.

1.3 Problem Definition

From the above problem domain, it is derived that there is no easy way for Sinhala text

summarization.
1.4 Significance

This is one of the research to do the text summarization in Sinhala Language. In order to the
summarization, huge amount of effort should be put because the less availability of the resources
for Sinhala Language. If the desired accuracy level is achieved, it’ll be a landmark in natural
language processing in Sinhala language.

1.5 Project Aim

The aim of the project is to summarize a long text in Sinhala language by identifying the most
important sentences.

1.6 Project Objectives

In Order to achieve the project aim, following project objectives have been identified.



The major objective of this research project is to find the most suitable approach to summarize the
Sinhala text. When considering Sinhala language, there are limited number of NLP resources are
available. One of the goal in this project is to apply appropriate techniques, methods and
architecture to find the adaptability of them. Because Sinhala language has limited number of
resources than other rich languages (English, Spanish etc.). The challenging part of this project is
to find an approach which doesn’t need many linguistic resources in order to achieve accuracy and
performance. There were limited number of previous attempts are available in the Sinhala text
summarizer. Also those studies have been different constraints.

Finding out how to identifying the most important and relevant sentences based on linguistic and
statistical features of the text and how key word and sentence extraction is manipulated, those are

the supplementary objectives of this research.

In future there will be enough linguistics resources for Sinhala language. Also new researches will
be able find the advanced techniques, method and architecture for Sinhala language. It will be more

accurate and more efficient.

However, those research will be based on previous research and previous results were able to
compare with the newest ones. Also it will help to improve the new approach. When considering
further goal of this project, this research project is provided a new method for Sinhala text

summarization. It will be help for future researches on Sinhala language.

1.7 Scope

Sinhala sentences can have may different structures and more complex sentence structures. Also
Sinhala has specific type of policies for written grammar and talking grammar. But writers can be
used their own policies. Hence, the sentence structures of an arbitrary text would be more
complex to analyze using programmatically especially without some linguistic resources such as
taggers, parsers and other tools. To overcome this issues, this research used national newspapers
articles. It was assumed that those articles were written by the professionals. Those articles have
more than 20 sentences in length which is more suitable for the proposed design of the research.
There are few type of articles was selected which is too length, shot, medium and Sinhala and
English mixed articles. Sinhala is considered a less resourced language in the field of NLP and
therefore it is difficult to use the recent approaches used in languages such as English in the field

of Text Summarization. Hence, the scope of this research was limited to apply latest technologies



applicable to low resourced languages, to find out the most suitable factors for achieving accurate

summaries automatically.

1.8 Features of Prototype

1. Summarize a long document/text/paragraph in Sinhala
2. Identify the important sentences in the source text and sort based on the important level
3. Identify the relevance between the sentences and the keywords

1.9 Project Deliverables

1. Literature Review
2. Interim report
3. Evaluation

1.10 Outline of Chapters to Follow

The next chapter of the thesis will discuss the literary feature of the problem domain. Also it will
have discussed approaches, techniques and technologies of the particular area. Also norms of
summarization will be explained with different approaches and resources used over the past few
years. Methodology chapter will be discussed resources used to carry out the research. Also it
will be covered the high level design, low-level design and model the proposed application by
using different design methods. Testing and evaluation chapter will provide the appropriate test
plan details, function and non- functional testing, module testing details. Also evaluation will be
done by using quantitative and qualitative methods. Conclusion chapter will discuss the problem
and challenges face during the project, the learning out comes, limitation of the project and the
future enhancements. References which were used to carry out the research will be listed at the

end of the thesis.



Chapter 2 - Literature Review

2.1 Chapter Overview

Previous chapter contained the problem domain and problem definition of the application. Also

project aim, objectives, scope and project features were discussed.

This chapter will examine on the current literature available on generating text summarization from
extractive text summarization using natural language processing approaches for Sinhala Language.
Identifying and evaluating the existing technologies, methods which are used in previous works
and determining the most appropriate approach for the solution is the purpose of the literature
review. Also, the limitation, advantages and disadvantages of the current approaches have been

discussed.

2.3 Automatic Text summarization Overview

In the modern world due to lack of the time, generating accurate and intelligent summaries for a
long document or text pieces has become a popular research as well as an industry problem. This
has increased within the last few years because of the growth of the internet and people are

overwhelmed by the huge amount of online documents and the information. [2]

Due to this massive development of the data and information, top notch universities like National
Centre for Text Mining Manchester University, Aarhus University-Denmark, etc. have been

continuously working for its improvements. [12]

According to researches [13] a summary is defined as “a text that is produced from one or more
texts, that conveys important information in the original text(s), and that is no longer than half of
the original text and usually, significantly less than that”. By prevailing the key concepts and the
information, producing a good and precise summary is called automatic text summarization. [2]
Automatic text summarization has been developed and applied in numerous domains in recent
years. As an example, summarization techniques are used in search engines to preview the

summary of the particular web site, generate news headlines based on the content and etc.

Automatic text summarization is very difficult and challenging because when a human summarizes
a text, the normal procedure would be reading the whole text or the document and writing down

the key concepts out of it to develop the understanding.



Even though the quality of the human generated summary might be good, it would take a quite a
bit of time. [7] Since the computer lacks the human skills like thinking and language capabilities

summarization would be a difficult task [2]

To do the automatic text summarization there are three key aspects of research which are delineated

by the definition.

1. Summaries which are produced from a single document or multiple documents
2. Summaries should preserve important information

3. Summaries should be short [7]

Mainly there are two fundamental approaches for automatic text summarization which are
abstractive and extractive. Extractive approach extract phrases and words from the original text to
create the summary while the abstractive approach learn the language representation to generate

summaries more like human generated using linguistics methods. [12]

2.4 Abstractive Text Summarization

The generation of a short summary composed of a few sentences or a title capturing the main idea
of the text of the document is called abstract abstract text. Usually, abstraction is performed by
mapping an input word sequence into a source document with a target word sequence. [13]
Compared to extractive synthesis, abstract synthesis is an effective way to create accurate
summaries of information because it retrieves information from multiple documents. [12] An
abstract abstract displays summarized data in an easily readable and grammatically correct manner.
As indicated below, abstract synthesis can be divided into two main parts, such as the structure-

based approach and the semantic approach.

2.4.1 Structure Based Approach

Through psychological schemes such as models, ontology, lead and body, rule extraction and

alternative structure such as tree and graph structure, this structure can still be categorized.

1. Tree based method
Depending on the context of the document or text, this technique creates a dependency tree. This used

a language generator or an associated degree algorithm to create the outline of the document.



By using a local multi-sequence alignment from bottom to top, this technique should be able to identify
common information sentences. As you enter multiple documents or texts and process these entries, the
central theme is identified and, once the theme is finalized, using text grouping algorithms, the ranking

of sentences is complete.

Template based method

Template based method is used for guidance to represent the document or the text. To map the
text to guide slots linguistics patterns extraction rules are used here. In this technique a novel
approach called “GISTEXTER” is presented and it will identify the topic related information

from the input document and then translate it into the database. After that based on user requests

the sentences are added from the database.

Ontology based method

Representing its own ontology, each domain has its own information structure. Most
documents available on the Internet are connected to a domain. One of the main models to
describe this method is "Fuzzy". In fuzzy ontology, the fuzzy inference phase generates degrees

of membership. For each fuzzy idea, various ontology events are associated.

Lead and body phase method
This method relies heavily on the functioning of sentences such as substitution and insertion.
By identifying common phrases in the body and lead, followed by insertion and substitution of

sentences, this method is developed.

Rule based method

In terms of listing of aspects and classes the document will be summarized in this technique.
By selecting the most effective crucial part among the generated data, this data extraction rule
answer one or lot of aspects of a category. One approach is to find semantically related nouns
and verbs from the suggested information. Another approach is doing the abstractive text
summarization using word graph, discourse rules and syntactical constraints. Based on different
aspects such as keywords, syntactic constraints and the input sentences, the sentence reduction
step is done. Doing text summarization based on random forest classification and feature score,
is another approach for abstractive text summarization. In this technique, to pre-process the

data it will calculate the feature score by training the cross-validation classifier.



This classifier will decide whether the sentence belongs to the summary or not.
Based on the minimum redundancy and maximum relevance all the selected sentences are

generated.

6. Graph based method
To represent the text of the language, many will use the graphical data structure called
"Opinosis-Graph". In this method, each node represents a unit of words representing the
structure. For this method, there are several approaches. One approach is to evaluate the text
using average score, edge count, median aggregation, average ranking, and so on. To generate
the results, a new weighted consensus scheme is proposed. Another approach is to generate an
abstract abstract from the appropriate subgraph encoding and using high redundancy scores.
Path notation and meaningful sentences are important components of this approach. Jaccard

method used to eliminate duplicate paths and all paths are ranked in descending order.

2.4.2 Semantic Based approach

In the semantic approach, all data is introduced into the natural language generation system (NLG).
Nominal expressions and verbal expressions are mainly identified by treating linguistic data in this

approach. The diagram below represents an overview of the semantic approach.
1. Multimodal semantic method

In this approach using a chosen measurement all the important ideas and the relationship among
the ideas are captured and rated using a score. Then the by ordering the chosen ideas the summary

will be created.

2. Information item-based method

Instead of sentences from the supplied documents, in this method, summary is generated from the

abstract representation of the supplied documents.

For a better summary identifying all text entities, attributes, predicate between them and predicate

characteristics are important.



3. Semantic graph method

For the source text, the generation of a semantic graph called Enhanced Semantic Graph (RSG) is
used in this approach to perform the synthesis. Abstract final abstract will be generated from the

reduced semantic chart.

4. Semantic text representation model

Rather than analyzing the syntax or the structure of the text, in this approach context selecting is
done by ranking the most significant predicate argument. Using a language generation tool final

summary will be generated.

Due to the lack of a generalized framework, abstractive text summarization would be a major issue
because parsing and alignment of a parse tree is difficult. [12] Extracting important information
and doing the sentence ordering is still an open issue in abstractive text summarization.
Furthermore, paraphrase and reformulation, compression involving lexical substitution is also
difficult with abstraction summarization. Most of the times extractive summarization gives better
results compared to the automatic abstractive summarization. [2] This is because when it comes to
data driven approaches like sentence extraction, abstractive text summarizations techniques will
face problems such as inference, semantic representation and natural language generation which

are relatively harder.

2.5 Extractive Text Summarization

The main approach in extractive text summarization is to select the most important sentences or
words from a given text and then compose a summary [10] In this approach, first give an important
score to each and every word in the source text and then sort the sentences and words from that
given important score. All the words and sentences are directly copied from the source resource.

In this method, it won’t be able to generate some new words which do not appear in the source

text. Extractive summarization can be mainly divided into three categories.

* To express the main aspects of the text, construct the intermediate representation of the
source text
* Based on the representation score the sentences

¢ Select a summary from the best scored sentences [2]



2.5.1 Intermediate Representation

By using intermediate representation, every summarizer intends to find the source text salient
content mainly based on this representation. Topic representation and indicator representation are

the main approaches which are used in this representation.

Topic representation interpret the text which is discussed in the source text by using topic word
approaches, Bayesian topic models, latent semantic analysis and etc. Indicator representation
annotated every sentence as a list of features based on having certain phrases, sentence length and

etc.

2.5.2 Sentence Score

After generating the intermediate representation, assign score to each sentence based on the level
of importance to the source text. For topic representation, the score is generated by calculating how
well the main topics are explained by the generated topic by aggregating the evidence from

different indicators.

2.5.3 Select the sentences for summary

There are many approaches to selecting the best phrases and producing the summary such as K's
most important algorithm, greedy algorithms and others. and etc. Below table shows a comparison

between the abstractive and extractive approaches.

Extractive approach Abstractive approach

Create the summary from phrases or Express the ideas in the source document

sentences in the source document using different words

Widely studied for years Limited researches are available

Fast with less resources Slow with a lot of resources such as CPU and
GPU

Can be simply applied to many statistical Hard to be implemented

languages

10



Not suitable for summarizing highly Language dependent

redundant text

Table 1- Comparison between Extractive approach and abstractive approach

2.6 Extractive Text Summarization Technique

Following text extractive text summarization methods are used in today.

2.6.1 Text summarization in Genism

This module implements the TextRank, an unsupervised algorithm which is based on weighted
graph. [11] This module is built on popular page ranker algorithm that Google is using for ranking

the pages. This module consists of five steps.

Preprocessing the word — removing stop word and stemming
Generate a graph for sentence and vertices
Connect every sentence by using the edges

Execute the page rank algorithm

A o e

According to the page rank score select most suitable sentence

2.6.2 PyTeaser

PyTeaser is heuristic method for extractive text summarization which is based on python and Scala
project called TextTeaser. TextTeaser assigns a score for every sentence and this is a linear
combination of features that are extracted from that particular sentence. It has a title feature to
count the words which are common to the document. There is another module to calculate the ideal
summary length and sentence position module to normalize the sentence number. After removing

the stop words there is another feature to calculate the key word frequency.

2.6.3 LexRank

LexRank is an unsupervised graph-based method which use IDF-modified Cosine to measure the

similarity between two sentences.

This similarity is used as weight of the graph edge between two sentences. LexRank would be able

to select the top sentences for the summary that are not too similar to each other.
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2.7 Previous work

Automated Text Summarization for Sinhala

In this research project was used classical approach for automated text summarization. It
attempted to identify the most salient information of an article using some thematic features. This
research was identified those features for the Sinhala language. Also it helps to archive accurate
summaries. A part from that that research proposes a best possible liner combination of identified

features. [21]
Extractive text summarization in Hindi

In this research article they have proposed two ways to extract information in Hindi language.
Linguistic extracted from a simplified argumentative structure of the text and statistical based on
the frequency are those two approaches. When processing the text in Hindi they have broken down
the text into three categories such as preprocessing, processing and post processing. Word level
features are sorted by using frequency-based approach, length of the word and occurrence in the
heading of articles. Length of the sentence, position, presence of verb in sentence, similarity to
headline of article, referring pronouns and cohesions similarity score of the sentence are considered

to calculate the sentence level features. [20]

Automatic Punjabi text extractive summarization system

The Punjabi text summary has been developed based on the statistical and linguistic characteristics
of the text. It has two main components, such as roughing and processing.

The preprocessing phase includes identifying Punjabi sentence borders, identifying word borders,
eliminating paused words, elector for proper names with nouns and eliminating double sentences.
Using the weight equation of the function, the score of each sentence is calculated in the processing
phase.

The identification function of the following Punjabi line, the title identification function and the
number identification function were also considered in this phase. Finally, the best-ranked

sentences are arranged according to the specified score. [5]
Text Summarization for Bengali Documentation
The proposed solution for the Bengali text summary consists of several steps. Pre-processing

language text together with tokenization is the first step.
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During this step, the Bengali text will consist of tinted and derived words and sentences, followed
by a final word discrimination process. Subsequently, the main key phrases of the source text are
identified by word analysis and the sentence analysis process. The process of word analysis is done
by identifying the frequency of the words, the identification of the numerical value, the distance of
the repeated words and the analysis of the keywords. The sum of frequent words, the length of the
sentence, the position of the sentence, the analysis of identical sentences and the identification of

imitation sentences are some of the techniques to generate a score for the sentences.

In the final process, the most important identified sentences are re-evaluated with the help of global

agreements, final analysis and sentence classification. [1]

Following table shows the comparison between the existing solutions.

Research Summary

Automated Text Summarization for Sinhala » Using classical approach.

+ It attempted to identify the most salient
information of an article using some
thematic features.

Extractive text summarization in Hindi « Using extractive summarization approach to
create the summary

* Supports only Hindi language

* Supports only Hindi language

» Application consisting modules such as

preprocessing, processing and post processing

Automatic Punjabi e supports only extractive approach

¢ The system has component such as

text summarization system . :
preprocessing and processing

¢ Feature weight algorithm is used to generate a

score for each sentence

Text summarization for Bengali * Support only for Bengali language

¢ Extractive approach is used to summarize the
text

¢ Scoring methods are implemented based on

different association and linguistic rules

Table 2-Comparison of existing solutions

13



By analyzing the previous works, the author was able to identified the pros and cons of each system.
Furthermore, it was identified that how the relevant algorithms are selected and how the systems
are implemented. Researches carried out in Hindi and Punjabi language is more similar to the
proposed project. Therefore, the techniques used in pre-processing are taken into the consideration

and thoroughly evaluated.

2.8 Text Rank Algorithms

Within the citation analysis, social networks and world wide web link structure, graph-based
analysis like Google’s PageRank algorithm and Kleinberg’s HITS algorithm made a huge success.
By using a graph based algorithm able to decide the important of a vertex within a graph by

extracting the information from the entire paragraph. [11]

This technique could be applied for generating an extractive summary, extracting important

keywords from the given paragraph and for the word disambiguation process as well.

The basic idea behind the TextRank model is “Voting” and “Recommendation”. When one vertex
links to another vertex its defined as “Voting”. If a particular vertex obtains a higher number of

votes it would become a more important.

Where d is the damping factor which can vary between 0 and 1. The factor is normally set to 0.85.
After assigning an arbitrary value for each node in the graph, the computation iterates until

convergence below a given threshold is achieved. [11]

In this model the graph is built from the natural language text and it includes multiple or partial
links between the vertices that are extracted from the text. TextRank algorithm has the following

main steps in the procedure.

1. Identify the text units using tokenization and added as vertices in the graph.
Identify the relations between the vertices in the graph and draw edges between the vertices.

Until convergence ,iterate the graph-based Text Rank algorithm.

WD

Based on the final achieved score, sort the vertices

2.8.1 Keyword extraction using TextRank

Automatically identifying the best keywords which describe the content in the document is called

keyword extraction. In this keyword extraction method, first the given text is tokenized into words.

14



Then removing the stop words process is carried out. Next all the lexical units are passed for

identifying the lemmas for a given word.

Finally, all the simplified texts are added to the undirected and unweighted graph. Each vertex of

the graph represents one or more lexical unit from the original source. [11]

Any relation between the two lexical units is called connection (edge). After creating the graph
each vertex is initiated with an initial value of 1.0. The algorithm is run for about 20-30 iterations

until it converges at a given threshold of 0.0001.

After receiving the final score for each node, vertices are sorted. The top keywords are selected
upon the length of the original document. If the original document has a larger length, more

keywords are selected and if the original document has a lesser length, less keywords are selected.

2.8.2 Sentence Extraction using TextRank

Sentence extraction process is more similar to the keyword extraction process, because both

processes are trying to identify the most representative key phrases for the given text.

In this method, for each sentence in the source text, a dedicated vertex is added to the weighted

graph. Based on the similarity between the two sentences, the score is calculated. [11]

. . . 111 1_651-& '-,ES"
Szmdamty(s‘i 1 Sj ) = {;Lof;)‘(uiéi )Jrlo,?)b(‘R S; J)}l

Where Si and Sj are the given two sentences and words that appear in the sentence are Si = wli,
w21, w3i... wnii. In the weighted graph, the assigned score for each node indicates the strength of
the connections established between various sentences in the source text. After the algorithm is

executed, the top sentences are selected based on the final generated score for each one.

2.8.3 TextRank usage in other languages

As stated by the Liu [10] they have used an enhanced TextRank algorithm to do the text

summarization in Tibetan language.

S(W)=d+(1-d) Z o)

17
usB(v) Z ”,U

jeF(u)
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Where the S(v) represents the weight of each node, B(v) is a node set which point to node V. “d”
is the damping factor which vary between 0 to 1 and F(u) is node set which is pointed by node v.
[10] The following figure displays the basic theory of “vote” and “recommend”. When there is a
link between point A and point B, then the point A is recommended to point B. If the point B gets

more votes it is considered that the point B is more important.

To extract the keywords from the given Tibetan text, they have used TF/IDF algorithm. In this
method each word is assigned with a weight and according to the weight, top ranked words are

selected. Following steps are executed for generating an automatic abstract in Tibetan language.
1. Extract the most important top 3 keywords by comparing the important of the sorted keywords

2. Identify the sentences which contain above selected keywords. If a sentence is found which
includes all the above three selected keywords that sentence is selected as the abstract.
If not, search for sentences containing top 2 candidate keywords. Otherwise, search for sentences

which contain first number one keyword.

2.9 Sinhala WordNet

A large lexical database which is developed for a specific language is called WordNet. All the
nouns, adjectives, adverbs, verbs synonyms are grouped together in a WordNet. By defining the
conceptual semantic relation and lexical relation, synonyms are interlinked within the WordNet.
By extracting the common words in Sinhala from a corpus and getting the expert opinions, there is

a WordNet built for the Sinhala language by relating the merge approach. [22]

A novel Sinhala WordNet has been introduced recently. This Sinhala WordNet is based on English
(Princeton) WordNet. In this approach, the research is carried out using the Hindi WordNet. [24]
Developing a fully functional and completed Sinhala WordNet could be considered as a landmark
of NLP approaches in Sinhala in such cases like information retrieval systems, Sinhala text
summarization systems, Sinhala text classifiers and Sinhala translators. This WordNet observed
the words which are subtle but there is an important difference between the written words and
spoken form of the words. For some words, form of the gender is not specified in Sinhala and
commonly genders are masculine and feminine. The gender of the noun is used to decide the

morphological form of a verb. [24]
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The Sinhala language word formation can be divided into three categories such as native words,

words which came from another language without any modification (25)25565@ - tatsama) and

words which came from another language with modification (25)6525)@ - tatbawa). Mainly the

inherited words inherit from English, Pali, Hindi, Tamil and Portuguese languages. The origin of

the words should be considered when constructing phrases in Sinhala.

There are nine morphological formations for a verb in Sinhala called ‘vibhakthi’ (86)%‘)525)0).

Additionally, there are forming compound words called ‘sandi’(ﬁS?jsa) and ‘samasa’ (CS@)CS).

The root of the word is the base for formation of these forms. Therefore, when storing the words
in the WordNet, along with the word root, most common morphological form is also stored. As a
resource for aiding language processing task, building a word net for Sinhala is very important and

it requires significant expert knowledge and resource allocation. [22]

2.10 Named Entity Recognition in Sinhala

Identifying named entities is one of the major subtasks when it comes to natural language
processing. Thus, it is a very difficult task to build a NER for an Indic language like Sinhala because
it lacks the features like capitalization [9] Named entity doesn’t have any agreed definition, yet it
is explained according the occasion it is used in. Basically, person names, countries, cities,

organization names, street names and etc. are considered as named entities.

There are many techniques which are implemented in English language for NER, but unfortunately
those cannot be applied for Sinhala language. Ambiguities about the words, free word-order, lack
of capitalization, lack of resources and agglutinative nature are some of the reasons behind this.
NER approaches can be categorized into main three groups. Rule based method, statistical or data-
driven method and hybrid methods are those three classifications. Accurate linguistics knowledge
and thorough analysis is needed for rule-based approach and an annotated corpus is needed for

statistical approach. But the hybrid approach is using best points from both methods.

According to the researches [9] corpus is the main backbone for any data-driven technique. At that
time there were no NE tagged corpus for Sinhala language which can be used directly. For the Indic
language like Sinhala there are data-driven approaches like Hidden Markov model (HMM),
Maximum Entropy (ME), Support Vector Machine (SVM) and Conditional Random Fields (CRF).
For lot of Indic languages CRF and ME approaches work more precisely.
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For the Sinhala language there is a POS tagged corpus which was created by Language Technology
Research Laboratory (LTRL) of University of Colombo School of Computing (UCSC). It has about
75000 Sinhala tagged words which are collected from different articles. There are no features that
can be identified directly or clearly for the Sinhala language. [9] In this research paper there are
three types of features considered such as context word feature, word suffix feature and language
dependent feature. Altogether, this approach is to create the Maximum Entropy model. When

testing the Conditional Random Fields additionally Bi-gram feature has taken into consideration.

Researches has stated [8] that the statistical modelling is the best for applying in the NER for the
Sinhala language. Bi-gram and suffix information are the best when detecting the feature set in

Sinhala. Finally, the research stated that CRF has outperformed the Maximum Entropy model.

2.11 Chapter summary

The chapter examined several topics relevant in text summarization to identify several key findings.
The study commences with text summarization approaches. There are two main approaches for
text summarization. Those two main approaches are compared. Also every approaches/ techniques

are compared and discussed.
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Chapter 3 — Methodology

This chapter examines the methodology to carried out the research on Sinhala text summarization.
It is intended to generate the abstract as an abstract instead of abstract due to some limitations of
past infrastructure resources. It is required natural language processing technique which require
linguistic resources.

Since the most popular approach for text summarization is extractive approach., the author intends

to use that in this research with the help of text rank algorithm for word sentences scoring.

3.1 Tokenization

Tokenization is chopping the text into pieces and removing certain characters such as punctuations

and special characters. There are two types of tokenization such as sentence and word tokenization.

3.2 Stop word removal

In language there are high frequency words which are used to complete grammatical rules and the
tone. According to the researches those words are not relevant and those words do not have impact
to generating a summary.

According to the Language Technology Research Laboratory (LTRL), there are 425 stop words.
LTRL has identified some of if the Sinhala stop words such as @@, @, 25(383), %, 6?2‘53@, 9v).

For this research this list is used to filter stop words.

3.3 Stemming

Stemming is the required process of NLP. It will be reduced the inflected form of a word to its
stem. Lot of NLP applications which use words as its basic elements. It’s vey efficient and light
weight approach compared to morphological parsing. According to the research there are some
advanced stemmers for English language which do not work Sinhala. Sinhala is a highly
inflectional language. It has many word forms to denote a single concept. According to the

previous research, there are two types of algorithms.

3.3.1Knowledge-Based Approach

This list consists of word-stem pairs were used as a lookup.
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3.3.2 Data-Driven Approach

A simple lightweight algorithm is used to identify the stems of a list of words. The list of words
extracted from the Sinhala News Editorials Corpus. This list is sorted by alphabetically order.

3.4 Named entity recognition

In NLP, named entity recognition is a major concern as well as a primary task which is executed
in preliminary stages. There are two popular data driven ways of identifying name entities for
Sinhala such as Maximum entropy model and Conditional random fields. This process is directly

applied for name entity recognition.

3.5 Text Rank Algorithm

The basic idea behind the Text Rank Algorithm is “Voting” and “Recommendation”. If one vertex

links to another vertex its defined as “Voting”. The score of a vertex (Vi) is defined as follows.

[11]

SVy=(-d)+d* Y kv S)

jeIn(vi)

d is a damping factor which can be vary between 0 and 1. This factor is normally set in to 0.85.
Each node is assigned is assigned with a value and after that iterate until convergence. The
convergence is calculated, the stability of each node in the graph represents the center of the word
related to the node.
Following procedures are applied for Sinhala text.

1. Identify the Sinhala text which define the task.

2. Identify the relation between Sinhala texts.

3. [Iterate graph base ranking algorithm, until convergence.

4. Sort the vertices base on the values.

3.6 Keyword Extraction

The best keywords which describe the content in the document is called the keywords. According
to the keyword extraction process, first tokenize the Sinhala text. Afterwards remove the stop word

from the text and stemming the Sinhala texts.
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Eventually, all the process texts are added to the undirected weighted graph. Each vertex of the
graph represents one or more lexical units. Edges are representing as relations between vertices.

After received the final value for each node, vertices are sorted.

3.7 Sentence Extraction

It’s basically similar to the keyword extraction process. According to this method, for each Sinhala
text, a dedicated vertex is added to the weighted graph. Based on the similarity between sentences,
value is calculated.

Following algorithm is used for similarity calculations. More details are examined in chapter -2.

. ) : . '-65{& '-,GS*
Similarity(S.. 5;) = “SEEAS IRt

- N\

Sinhala Text Sentence Word Remove Stop
» Tokenization — > Tokenization [ > words

Generate <«—  TextRank ¢——
Summary Algorithm

. /

Figure 1- Proposed solution

Stemming
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Chapter 04 - Testing and Evaluation

This chapter will critically evaluate the implemented system in different aspects such as technical,

usability and concept wise. Furthermore, this chapter thoroughly discuss about the evaluation

criteria, evaluation methodologies and selection of the evaluators. At the end of the chapter self-

evaluation of the project is carried out.

4.1 Objectives and Goals

The main objectives are:

1.

2
3.
4

Verify and validate functional requirements.
Verity and validate non-functional requirements.
Identify errors and fixed those errors.

Future enhancements

4.2 Testing Criteria

1.

Functional Quality

Functional quality will verify whether the system has satisfied the functional requirements.

Furthermore, it will minimize the defects and maximize the ease of use.

2. Non-Functional Quality

This manly focus on efficiency, reliability, durability etc.

4.3 Functional Testing

Functional requirements were testing by using functional testing. It was very important because it

provides an entire impression of the implementation The test results are shown in Table-3

Functional Requirement Test Status

Enter small Sinhala text Tested
Enter medium Sinhala text Tested
Enter long Sinhala text Tested
Sinhala text with special symbols Tested
Create summarized text Tested

Table 3- Tested Functional Requirements
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4.4 Non-Functional Testing

According to the System Requirement Specification (Non-functional requirements), set of non-
functional requirements were defined. Those functional requirements reflect the quality of the

project.

4.4.1 Accuracy and Performance testing

Accuracy is a major non-functional requirement. The generated summary should be more accurate.
Text summarization has two standard evaluation methods:
1. Extrinsic Method
Using recall rate, accurate rate and F-measure
2. Intrinsic Method

Measure the quality of the abstract by using generated abstract complete specific tasks.

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It is essentially of a set of
metrics for evaluating automatic summarization of texts as well as machine translation. It works
by comparing an automatically produced summary or translation against a set of reference
summaries.

Precision and recall in the context of ROUGE is calculated as follows ,

number_of _overlapping_words

total_words_in_reference_summary

There are different type of ROUGE measurement available. (ROUGE-N, ROUGE-L and ROUGE-
S)

Bigrams, unigrams, trigrams and higher order of n-gram overlaps are measured using ROUGE-N
measurement. Using LCS, ROGUE-L measures the longest matching sequence of words. LCS
matches the sequence that reflects sentence level word order. ROUGE-S measures any pair of word

in a sentence in order. This is also called skip-gram co-occurrence.

4.4.2 Scalability

It’s used to measure whether the system could functional well, when a large data set is inserted.
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4.5 Module Testing

Module Sentence/ Word Tokenizer
Input Sinhala text

Expected Result Tokenized text

Actual Result Tokenized text

Status Pass

Table 4- Sentence tokenizing module test

Module Stop word remove

Input Sinhala text with stopwords
Expected Result Text without stopwords
Actual Result Text without stopwords
Status Pass

Table 5- Stopword module test

Module Stemming
Input Sinhala text

Expected Result Stemming text
Actual Result Stemming text
Status Pass

Table 6- Steaming module test
4.6 Evaluation Methodology
Evaluation process provides the feedback for the entire project. The evaluation is done by using

both qualitative and quantitative methods. Evaluation process carried through the questionnaire

and interview. According to the time constraint more priority is given to the questionnaire.

4.6.1 Evaluation by External Evaluators

External Evaluation is done by using questionnaire. The questionnaire is focused on several areas
such as the concept of the solution, used technology and tools, usability, drawbacks and future
enhancements. According to the external evaluators ranking 52% of people are more like machine

generated summaries.
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® Machine Generated ® Human Generated Sumaries

Figure 2- Ranking percentage

4.6.2 Quantitative Evaluation

To evaluate the quality of computer extracted summaries against the manually extracted
summaries, the Precision and Recall were calculated for the computer extracted summaries.
Calculating the Precision and Recall to measure the relevance of a set of machine generated data
against to a real data-set is a well-established technique, especially in the domain of pattern
recognition and information retrieval. Precision is defined as the fraction of retrieved instances that

are relevant, while Recall is defined as the fraction of relevant instances that are retrieved.
Precision = |{relevant instances} N {retrieved instances}| / | {retrieved instances }|

Precision - It is the number of correct positive results divided by the number of positive results
predicted by the classifier.

Recall = |{relevant instances} M {retrieval instances}|/ |{ relevant instances}|

Recall - It is the number of correct positive results divided by the number of all relevant samples
(all samples that should have been identified as positive).According to the above equations, if it
attempts to increase the recall rate by retrieving more instances, it will cause to decrease the
Precision rate. Also vice versa Will be occurred. To get the maximum values for both Precision
and recall, F-Score is calculated. F-Score reaches its best value at 1 and worst score at 0.

F-Score = 2 (Precision * Recall) / (Precision + Recall)

This F-Score measure was calculated for each computer generated and manually extracted

summaries to evaluate the performance of the proposed methodologies.
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‘ ‘ rouge-1 rouge-2 rouge-3

p 0.4444444444444444 0.3738738738738739 0.4444444444444444
r 0.9620253164556962 0.9431818181818182 0.9620253164556962
f 0.490899194465383 0.5354838669019772 0.60799999567712

p 0.385 0.9871794871794872 0.41872042321482716
r 0.28321678321678323 0.8901098901098901 0.4297082191493643
f 0.385 0.9871794871794872 0.5539568304953161
p 0.17223650385604114 0.7613636363636364 0.17897882220516836
r 0.10481099656357389 0.5754716981132075 0.1773255787887034
f 0.17480719794344474 0.7727272727272727 0.2851153009742055
p 0.24825174825174826 0.9466666666666667 0.26062366612749255
r 0.17298578199052134 0.8021978021978022 0.2846003869451189
f 0.24825174825174826 0.9466666666666667 0.3933517972621451
p 0.4430379746835443 0.9859154929577465 0.4882010997564946
r 0.36231884057971014 0.9036144578313253 0.5172413752244948
f 0.4430379746835443 0.9859154929577465 0.6113537075120612

Table 7-Rouge Values

ROUGE-1 refers to overlap of unigrams between the system summary and reference summary.

ROUGE-2 refers to the overlap of bigrams between the system and reference summaries.
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Figure 4- Recall rate
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Figure 5-F-Score Values

Interpretation —

ROUGE- recall=96% means that 96% of the n-grams in the reference summary are also present

in the generated summary.

ROUGE-n precision=44% means that 44% of the n-grams in the generated summary are also
present in the reference summary.

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It is essentially of a set of
metrics for evaluating automatic summarization. It works by comparing an automatically produced

summaries and human produced summaries

F1 Score is used to measure a test’s accuracy. F1 Score is the Harmonic Mean between precision
and recall. The range for F1 Score is [0, 1]. It tells how precise your classifier is (how many instances
it classifies correctly), as well as how robust it is (it does not miss a significant number of instances).
High precision but lower recall, gives you an extremely accurate, but it then misses a large number
of instances that are difficult to classify. F1 Score tries to find the balance between precision and

recall.
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Chapter 5 — Conclusion

The previous chapter was discussed the testing and evaluation of the research application.

This chapter will conclude on the design, development and evaluation of the prototype. Also it will
discuss the problem and challenges faced during the project development stage. The learning
outcomes and limitation of the proposed method and future enhancements will discuss. Finally,

this chapter concludes with a reflection on the project.

5.1 Problems and Challenges Faced During the Project

During the project implementation phase and entire project there were several problems and
challenges which were faced. The most critical problem is Time Management, because time is very
limited constraint. Also there were several problems that were faced in during the implementation
stage. Those problems were resolved by through self-study and research. The Natural Language
Processing was very deep and wide area. According to the problem, chose relevant parts and solve
the problem. There are limited resources and researches carried out for Sinhala language in NLP.
With the help of previous researches grain the domain knowledge and methods for sinhala

linguistic text processing.

5.2 Learning Outcomes

This project improves the technical and soft skills. According to the soft skills, problem solving,
time management, critical analysis, creativity, innovative and work under pressure were improved.
When considering the technical skills, grain the knowledge of natural language processing, text

summarization and Sinhala language in natural language processing.

5.3 Future Enhancement

This research was carried out based on the classical approaches used in automatic text
summarization. Also this research was carried out with minimum available linguistic resources for

Sinhala Language.
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ID Future Enhancement  Description Priority

FEI Improve the text rank | Current research is High
algorithm. carried with using
base Text Rank

algorithm. Text Rank
algorithm could be
improved by tuning
the relevant

parameters.
FE2 Try with abstractive | Current research is High
approach carried out by using

extractive approach,
due to the time and
resources constraints.
Abstractive approach
will create text
summary more
simulator to human
generated one.

FE3 Try with another There is other Medium
algorithm algorithms such as
Lex Rank. Those
algorithms could fit
to the extractive
Sinhala text
summarization.

Table 8-Future enhancements

5.4 Contribution and Conclusion

There were many researches carried out for other languages such as English, Hindi, French etc.
There were few research attempts recorded in the Sinhala text summarization. This research was
carried out to find the suitable approach for automatically summarizing Sinhala texts with

minimum linguistic resources. The research was carried out on text rank algorithm base approach.

Evaluation is the most important part. Also it is crucial to evaluate one summary is better than other
summary. Researches have been researched past few years to find out most suitable and accurate
ways to evaluate summaries. Once machine was generated summary, human need to involved and
evaluated the summary. This process is very expensive. Hence, this research is based on a
hypothesis which is the human generated summaries are perfect. But this hypothesis is not true at

all, because summaries are subjective and also it’s depend on the text.
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If two summaries of same source, will be made with two different humans, those summaries will
not be identical. Sometimes human made an abstract summary. But human also generated average
defined length of summaries. According to the test result, it was given many different F-score
values (Precession, Recall). With high precision but low recall, hence classifier is extremely
accurate. Precision can be thought of as a measure of a classifiers exactness.

Recall can be thought of as a measure of a classifiers completeness. If recall values closer to 1.0,
(94%,89%,57%80%,90%, etc - test data) According to the test scenario it gives more than 60 %

average. it’s really good for a text summarization system.

However, it does not tell the other side of the story. A machine generated summary can be
extremely long, capturing all words in the reference summary. But, much of the words in the system
summary may be useless, making the summary unnecessarily verbose. This is where precision
comes into play. In terms of precision, what you are essentially measuring is, how much of the

system summary was in fact relevant or needed?

The precision here tells us that out of all the system summary bigrams, there is a
37%,98%,76%,94%,98%, etc. (testing data) Precision is also gives more than 60% average.
overlap with the reference summary. This is not too bad either. Note that as the summaries (both
system and reference summaries) get longer and longer, there will be fewer overlapping bigrams
especially in the case of abstractive summarization where human made summaries are not directly

re-using sentences for summarization.

The precision aspect becomes really crucial when you are trying to generate summaries that are
concise in nature. Therefore, it is always best to compute both the Precision and Recall and then

report the F-Measure.
This research is a landmark in natural language processing for Sinhala Language. Research can be

further enhanced and developed with the growth of Sinhala linguistic resources. Using the new

methods and technologies, the text summarization can be taken into a next level in near future.
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Appendix A —

Samples of Source Article, Human Extracted Summaries and Machine
Extracted Summaries

Source Text - 1

6t e RIS Vb6 B oS VD Bud J6Ed 6600 A GD H05E degts OB 6®EDD
PBEDE B0 50BN 5:0BSOD DERIE®IEBY D DD gD 6956 5BEEBE ) L30DBDDG
8860 ponwed 80 dem gomed g8 O6.08.D:3006es Dmm) 5968, B ;06008 FI®
6@ VB3OS 5 Byg 8¢ endd WO eGR £Dgd BI1RDE BOVD 6® DB 5B $Bs
8%@625) R98. Ve€m B ¥ e DDYS® a0 cNHBD B D08 Vs DB® BHsEs HNS
€960 5t3 685 G RN DD 1S D03 e R JeBvnE OO BD6es BIGE ®YL) YIS
9169 geg®ens Db 6. @D ©16de g@d@@(ﬁ 6 D5EHO 9uns 88638 c®® RDYd® a0
6OE 603 SR 36 D6 5858 8368 VLS ;0 8O® VDYE® ®It» 6eMIL BHs©E &
D8 A8 DB® BHscse ®HY S S gd B DO 6D5E dE DY® BHB5G ¢ 6o VD) 98DRH
608620 D) 06 B6R. O O VS DB®EE ¢, 8 1S 6 Fens DBHG 51 6200 Hen O
8ERe 65 VROV £O6 BE B 55 998 ¢ DO OF VS 6B B g3 © 69D RN
e300 Q7R VDB 6mD56E BODE; 5:De6OG. aga 6®J56E B D8 6® ORBV66
#6)Q PEOBIRD ¢a® EdBe Bend 87 0 O 31 ¥e)Q VRS 52 DS O
5888 B 8160 660t F6Q). 6® B0 gHNVYS , NIV , 66)DDRO® HeE®6E & Dund
6t e @0 5@ @g@ deslens HEdMG 56 g8 VDO B6(29) ge 6608 Bm) B8O ey
D De?d BdBesns 5000 V%G 0. wE156E 28nb® B dS 866 5:0MHed6. 6® gud
@d@é@g@@&ﬁ DBen© g oS DD B De6d 6600t MV GE Ded®m SOSH D30 PBEDE
20 56Q)."

Human Extracted summary - 1

6l £ ROV VBB g @S VD Bud d66® 66008 A BD HOSE degts SOTY 6®G00
PNDEDG 4 5d5BvE 59 BFOD DEESIENHBH) DB DD e 68956 BBEEBE &) L50DBDDEG
586® g)csb)@@cs 80 dem gowed gHS D6.06.9:80066 DHm) 5968. Detsd R $S8HDS 5
Sgg 808 Do 9608 e £9g0 HEBG 5V 6® DwdOs sdFvsy Bg 9368. 60 god
ga®0Ps, 003160 , 66)RDRm® Fec®ed S Dmd ctim e I @ deEvnE
ap%?@mca 20 78 DO §63(29) ¢ 608 DB BB s5tg OV D?d 8dvgn s S5V VDB
09, w1568 0a8n8D B0 886 5 dHeds.”

Machine Extracted summary - 1

6t e RIS Vb6 B BB VD Bud J6Ed 66035 ML ED HOSE degts SOBD @GV
PNDEDE B4 5dBBEN 5BV DEIEHIENBH DD DD 2B 629360 BBEEBH &) L30DBDDES
8860 povned §0 dem %oca@cé g8 06.965.9:80066 D) 5968, 6® s et @%@g@aﬁ
DB s g oS DD B JeEv 6605t MFDGD d6® SO8H D300 HBGBE 53 §6Q.
®»@DD 0@ 56€®ed emDBE®MO 9us 886EE ®® VDM §:0 oG 665D SR gd D6
s85®) 58608 VDS 570 O® VDYI® B 6NV BH5EH ¢ 6DH VB DB® BB HY
S 48 gnd D DO D08 VB D¥® 856 ¢ 60 DB 98®DEH D6 Den B4 H6R.

D68 ®eBS 60300 603 VDY) g0 6B EH 5 D8 A3 DB® B8B56H v ¢ edS sty
685 AN DBH® 7S Do ¢ R deEvrs DO 1di1ex BIGE Y FDos @Jéég
56656038 NB Js. OB O D Dbv G 65% ) %uﬁ a@ég@mﬁ D®G B¢ 6 Jen D 88D
603 D800 86 nE 7S 56 908 B¢ 50 O VY B S gl & 60D eERIN DO
RIY DB 66D56E HOWE; 5:De6DEs.



Source Text - 2

Apple 8990 616 6£6%:0 DDV B850 0660868 g6 §O0d DR 63530 D3V )
BBNg S B3 HD &) B 6ES 5858 £3IDGH. 6060 65K O 6506 o ®8w)60
Apple 5@15® @966 §6OB BE DBDNEOD 5O DBS D0 6Dnts 80 529 QIMBO® VDE.
DO $en® Apple §60® D) R H)B6IBBEH Ore3ts Dwr &) HYS V0 HEREEE OO e
DR Duens 6Dt S SR, 68 5B QE Apple 60D )HDBG 9ME BSOS DIV co8nd
D6 $DDGS DD edeBiecm) gmise ©6 83 gud DO 68D 886 ¢ grd ©: 800 g DS, O
650 Apple §60® QR 5108 380 §HNBBDG, 6ond 5 80 VD PE B8N 65YEDS Few D
&80 DED e63w3d Apple §3D0D 2@ DINE DIMDOBS Guin 6. »YS DEHHEE ¢©
28D cdnt 5® He3) Apple 60D DRD gRE gBlenincs B0 geans gdmdn DD 3¢S S
569, DO St 6® 8@50 Apple §6000E®0D 96 6 SRV D) 9mM¥H ¥R)eds Do 388
%ézm(b@ ORE ®:800 280 508, V1 RS S &) Apple 600D 603 605 D 6o A

0 D0 gé0n D DDV &5ES6 oS DB LBV MBBIME FBB 695 6590 g8 g5 B
65 8 »YB O 8B d®)E D0 FON e BV FDB. OV s BeH® Apple SOI®EO
DM smm ;30 6> DD degts 6D g8)d 55386 EREEE ]S D MBw) B BYwW. dewve6ES
Apple 60 D@ R MM g OdmA 6DEEESIR 5DV WI6HH BMG WD VDB OV gdmd®
D28 $0DRD 5:9M6VE #ln O@ DDV ¢BBBD DD g DO O D $0Dg DGEe™IE
6RO 65Dy g DDV 60 il D O gD 6RE DDOVI 6xHDN 6RE &1BG B SG.
%c,) - Apple §6205 @BE D ;8 6DgEeXEH0 HEBNECOE OO DR esIgD M Ee5D 3@ds

ROMS 6Dt 65OV gOWOD gHebm Vg c®DVD 85O B8 0O gdodn gl® S SOD
65 6OWD). OV 6y BBs6 B3 616 G0V NOeIB ™S Apple 3O @@% © 5608
D86 56655E) DMV YFor» 6c® VDV OB 5;2:EQ g&@@@ g0 60© gyd Apple
£60 DED DE) Samsung, Huawei Xiaomi 9;8 S Es BEc®) 5)86iBDEH cog® Sendn."

Human Extracted summary - 2

Apple 00D e nd 0O DRD 3163530 60DV § SH@8y 801D 6529 DV § MBBMEES

58582 g6dDG®H. @G 635nd BYB6sS dwOD E sDBMen® 5:0H D8S D 6Dt 6588

?csm)&bié)cs, 6590 QIMBOD D 5 VDB.DBB@IWES Apple 60 DRV ZAE gB6nInGE
®0 gean®d om0 DRI @S S 86d). O® §t3) Apple §6ODE®O 16 ®ED QD DE)

908 38603 6D 588 gd0» ORE 1BV 6B 31D 5DFD. 6® gw?d Apple g0 DRI

@) Samsung , Huawei Xiaomi 9;8 D @ds 8c®) $)86®58m 63 65¢ 3 56, OV cx5ns )0

%pple 5560 MO s ;0 860> DD dects 6O gD 5586 MEEEE D 30 NBw) WS
Q.

Machine Extracted summary - 2

O 650 Apple §6OD BE 5D 580 FWNEBD B, 65Y® 32 36R DD P& G2 6iREDS
geans gm0 DRV 163588 Apple 30D DB NS DIMBOBS guin d6. OB $eHd®
Apple §620® D) deE ©)186eB DS &3t Dr &) »YS Do NEREEE DV b deE DHens
Dot S B0 V0 RS BuB &) Apple g8 60F 60 D 6 ;@ d0 OO gdwd» D@
DOV 65686 2B DBV BB FBS 6293 6570 BB OBV e S ) B S@
388 Do 9:8) DO g1ve BV DB, Dev6xe Apple 60D D@ OR ®HS ar®dwNy
@@gg@&@ 5690 365D BéME 90D VDS O g6m0® 6dnx $DDRD 5:9M6OE #dm» O
90005 8500 e g5d O D DI $0D@ DG EEXE 6BIRVBI 6Dy R D05 OV
&40 D B 3D 6RE D:DOVD 6xnd 6RE 5B ®BG. Y DBNDEE ¢® BWHDES
6Dt 5O S Apple g0 DRD AR FBeinGS %@O geons gm0 DRI ;8 & 8.
363 858G BE Apple 00D $)DBG 9®E B8BIB VIV 58590 OB HDDGEES DD cRIcHIecM
g 906 800 gud D6 6D 888 ¢ £:t 1800 g DB, OV 6xiry BBsG Hes) 6@’ 60D
58625868 Apple £ ORE B 8608 & Dnsds sesmE) DMV YJwi® 6c® VDD
OOBS 5288 S Bedw g d 6® gwd Apple gD DERD D)) Samsung , Huawei Xiaomi ;8 DS
Bc® 5)068IBBGS 65¢ BeHn.



