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Abstract 
 

 This research was done to introduce a personalized interface for item checkouts. Often we could 

observe lengthy queues in food outlets, supermarkets and other types of stores where the demand 

is high. Many studies are currently underway to find solutions to reduce the queue lengths and 

provide better service and satisfaction to the customers. This thesis reports a study of such scenario 

and how data analysis could provide a simple solution to the problem. As people expect more 

personalized experience nowadays, the solution for the problem was suggested as a personalized 

UI for the customers to select the items which they have purchased and create a checkout list all 

by himself/herself.  

To generate personalized content, an algorithm was implemented to output the next purchasing 

item set using the historical purchasing records of the users. The algorithm uses a rule based 

approach with weighted ratings. Although collaborative method is a popular method in finding 

such results, in the studied scenario, it is not applicable as the store does not maintain a 

comprehensive user profiles or facilitate the uses to rate products. The research introduce a model 

named RFR-U model. The model uses the parameters; relevance, recency and frequency to 

determine the next purchasing item set. Since the algorithm could generate the results with-in 

seconds it could be used in real time applications. During the research a dashboard and a mobile 

application was also implemented to present and evaluate the results. According to the evaluation 

done, the algorithm accuracy level stands around 80% which is a fairly satisfactory rate compared 

to its simplicity  
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Chapter 01 

Introduction 
 

 

1.1 Problem Definition 
 

Time has become a valuable entity in the modern world. Peoples’ lives have become so busy that 

they dislike spending unnecessary time on their daily tasks. One such task is waiting in queues. 

Hence, many organizations have tried different solutions to reduce the waiting time in queues. As 

technology becomes an essential element in daily activities of humans, many organizations focus 

on finding technological solutions to this problem.  

 

This thesis reports a study of such a problem and how data analytics can be used to minimize the 

effects of the problem. For this research, as the case study, the bakery outlets at a renowned 

supermarket chain in Sri Lanka has been considered.  

 

The current system was first studied to see the causes and effects of the long waiting time in said 

outlets. One major reason causing the delay is the time taken to bill the products. Many a times the 

cashier is responsible for not only billing but packing as well. The delay is inversely proportionate 

to the experience level of the cashier. Billing task could be further broken down to punching items 

and payment processing.  

 

The study also revealed that most of the customers who come to the bakery to purchase products 

are regular customers and most of them buy items on a daily basis. Generally, they visit the store 

to buy breakfast, lunch or an evening snack and often purchase the same set of items each day.  

Therefore, most likely there is a repetitive pattern in their daily purchasing behavior. 

 

At present, a traditional POS system is used to check out the items. The store offers a loyalty 

program and most of the customers uses their loyalty number when purchasing items. Therefore, 
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the data is recorded against a loyalty number, which can be used to identify buying patterns of 

each individual. 

 

Considering the customers’ and cashiers’ behavior and tasks in the system, the problem could be 

defined as; 

The traditional method of item checkout has failed to serve the rising demands, leading to 

long queues in outlets and dissatisfied customers. 

 

Therefore, it is important to solve the problem of increasing queue lengths to increase the customer 

satisfaction and loyalty.  

 

1.2  Motivation 
 

As data becomes more and more important in the modern world, many businesses have adopted 

data analysis and big data concepts to simplify their daily processes and tasks [3]. Many 

organizations and researches have introduced smart applications of different scales to improve 

efficiency, customer satisfaction and return. 

 

One such widely used area in data analysis is predictive analysis. Healthcare [2], retail, supply 

chain [1], weather forecasting [4] are few of the fields that benefits from predictive analysis. 

 

This thesis discuss and evaluate how predictive analysis and recommending systems could be used 

to solve the identified problem. As the main cause of the problem is the delay in billing items, 

decreasing the time taken by the cashier to do any of the sub tasks which involves billing could 

reduce the total time taken by the cashier, leading to less service time and shorter queues. One of 

the sub tasks were identified as the punching of purchased items. If the task of punching items 

could be delegated to another person, the time to bill each customer could be drastically reduced.  

 

The most suitable person to delegate the task was identified as the customer. If the customer could 

add the items he/she buys by him/herself then the cashier would only have the task of handling the 

cash. However, different varieties of customers visit the store and if an application is given to the 
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customer to self-checkout, then the solution should be simple and attractive which can be used by 

any type of customers. 

 

It has been identified by many researches that there are repetitive patterns in customer purchases 

and this could be used to simplify a self-checkout solution. [5] Even during the initial problem 

analysis it was observed that there is a repetitive pattern in each customer’s purchases. Therefore, 

the purchasing patterns of the customers who visit to buy bakery items could be used to design and 

develop a simple and elegant self-checkout application and this thesis reports on how the repetitive 

patterns could be used design such an application. 

 

A key factor in a self-checkout application should be simplification. A single bakery outlet sells a 

wide range of items and a typical application would list all the items. This would be a complex 

design since the customers will have to go through the whole list to add items. This requires a 

considerable effort and after sometime the customers would stop using the self-checkout function 

and the problem will rise again. 

 

Therefore, it is important that the solution which is given to the customer is user friendly and 

simple so that they would continue to use it. Hence rather than showing the complete set of items, 

if the solution could predict next purchasing item list, the priority could be given to those items in 

displaying the list so that the customer would not have to search for the items he/she buys.  

 

By reviewing the literature, it was found that many researches have used predictive analysis 

methods to come up with such predictions. One research has been done to recommend products to 

customers using the resent purchases of the customers [6]. It has used both customer information 

and product information to calculate results. There are many other similar researches carried out 

to identify buying patterns and predict next buying item lists. A detail study of such researches are 

mentioned in the literature review chapter. 
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1.3 Goals and Objectives 
 

The main objective of the research is to design and implement an efficient algorithm to find a list 

of potential items that a customer would buy at a given time. The other objectives of the research 

includes; 

 Identifying buying patterns of customers, 

 Suggesting promotions or new items according to the patterns identified,  

 Evaluating related work done by other researchers to find out how they have addressed 

similar issues.  

 Evaluating the research qualitatively and quantitatively. 

 

 

1.4 Significance, Novelty and Criticality  
 

The most significant attribute of the algorithm is the real time data analysis. Time factor is 

extremely critical as the algorithm will be used for self-checkout applications and the results 

should be populated within seconds. Therefore, it is important to choose a correct portion of data 

for the analysis. Overloading the data may cause delays in executing the algorithm and insufficient 

data will predict incorrect results. Many algorithms exist to extract patterns and make predictions 

offline. But, the reported research focusses on producing results real time. 

 

In addition, many predictive analysis algorithms use collaborative based techniques and the 

reported research is done using a content and rule based method. 
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1.5 Scope 
 

Research similar to the area of interest was studied and the thesis describes how similar problems 

have been solved. The literature was critically evaluated to study the techniques and methods used 

to develop algorithms to generate results. Further, the evaluation mechanisms were studied to 

check if any improvements can be done to the planned evaluation method. This thesis elaborates 

a detail study of the existing literature on similar topics, suitable techniques and methods identified 

to be used for the proposed research. 

 

The dataset were analyzed using graphs and simple statistics to identify variables that derives the 

buying patterns. The findings and the background study is also present in the thesis. Using the 

techniques, variables and other important factors identified during the background study and the 

initial analysis of the data set, an algorithm was written to get the possible item set that a given 

customer would buy at the given time and date (personalized suggestions). 

 

A tab based Android mobile application was developed to evaluate the designed algorithm. The 

accuracy of the algorithm was tested using random bill checking and a detail elaboration on the 

evaluation is mentioned in the evaluation chapter. The application was given to few users in the 

system  and the overall experience of the users and the satisfaction was tested using the feedback 

given from the users to check if the research problem mentioned in the thesis were solved using 

the hypothesis. 

 

1.6 Organization of the Thesis 
 

This thesis reports the design and implementation of an algorithm which predicts the next item 

set of a customer. The organization of the thesis is as follows. 

 

The chapter two reports the literature review. Predictive analysis is a branch of data analytics and 

recommending systems are one of the uses of predictive analysis. Product recommending 

techniques can be mainly classified into three categories; collaborative filtering, content-based 

filtering and hybrid approaches. This chapter analyzes the methods available to find the most 

suitable method for the problem analyzed.  
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Chapter three is the methodology chapter. This chapter contains a detail problem analysis 

including the causes of long queues and customer behavior. The hypothesis for the research is also 

present in the chapter and what the solution could address. The chapter also includes the design of 

the algorithm and the system. During the analysis it was identified that the three factors, time, date 

and frequency contributes significantly towards the patterns of purchase and the chapter elaborates 

the importance of those factors.  

 

Chapter four elaborates the proposed solution. The three factors identified has been used to create 

the RFR-U model which can predict the next purchasing item set. The model uses Recency, 

frequency and relevance of the records to calculate the probability of purchasing item set. The 

chapter explain few variations of the model as well. 

 

Chapter five contains a detail evaluation of the research. The research has been evaluated in both 

quantitative and qualitative approaches. This chapter also includes the results of the evaluation. 

The accuracy of the algorithm stands above 80% and the feedback obtained from the users are 

mostly positive. 

 

Chapter six states the conclusion. All the finding and results are summarized in this chapter. The 

accuracy of the algorithm stands above 80%. The chapter includes the critical evaluation of the 

research and the future enhancements that could be done.  

 

*** 
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Chapter 02 

Literature Review 
 

 

2.1 Introduction 
 

As digitalization happens in almost every organization and businesses, thousands of data is 

gathered through each system every second. Many organizations are now trying to use these data 

to implement and innovate new systems. Also many research in carried out to use these data to 

make systems more efficient and interactive. The purpose of this chapter is to introduce and 

evaluate the research done in the area of predictive analysis and how it can be used in product 

recommending systems. 

 

Product recommending methods such as content-based filtering, collaborative filtering, hybrid 

methods, rule based methods have been studied to determine the best approach to be used for the 

reported research. 

 

2.2 Predictive Analysis 
 

“Predictive analytics encompasses a variety of statistical techniques from data mining, predictive 

modelling, and machine learning, that analyze current and historical facts to make predictions 

about future or otherwise unknown events.”[7] – Wikipedia 

 

Predictive analysis is a branch of the advanced analytics which is used to make predictions about 

the future. Many areas has been benefited from predictive analysis, such as weather forecasting, 

healthcare, supply chain and automobile. 

 



 

8 

 

The research reported in the thesis focuses on the retail sector. Predictive analysis has been widely 

used in the retail sector to solve many problems. One such scenario is identifying consumer buying 

patterns. 

 

Many researches are done to predict and identify consumer buying patterns. The results of these 

are widely used in decision making, planning, sales and marketing etc. But the main focus of the 

reported research is to use identified buying patterns to recommend or suggest products for a self-

checkout application. 

 

Product recommendation algorithms can be mainly classified into three categories. Content-based 

filtering, Collaborative filtering and the hybrid approach [14].  Some researches suggests another 

category called Rule based filtering [15].  

 

Content-based filtering methods are based on the users’ preferences in the past. These algorithms 

analyses the history of the users’ behavior, to come up with suggestions. Collaborative filtering 

techniques analyzes large amount of data and find similarity between users. The products are 

suggested according to the similarity of user preferences. Therefore the recommendation is not 

only based on the individual user itself. Hybrid approach is a combination of the content-based 

method and collaborative method.   

 

Another researcher mentions another category named rule based. “Rule-based approach is a 

simple but popular way of recommendations. Rules are usually derived from database of previous 

transactions.”[15] 

 

 

2.3 Product Recommending Systems 
 

2.3.1 Collaborative filtering 

 

The most commonly used product recommending approach is the collaborative model. “It aims to 

identify customers whose interests are similar to those of the current customer, and recommend 

products that similar customers have liked” [17]. Some approaches in this category are k-nearest-
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neighbor, matrix factorization and semi-supervised learning. [16]. Many techniques such as user 

profiles, ratings given by users are used to measure similarities between users and suggest 

products.  

 

Although collaborative filtering is the most commonly used approach this method is not suitable 

for the reported research as the store does not maintain a comprehensive user profile and the store 

does not have a rating mechanism on the products. With the data available it will be complex to 

find similarities there by making the algorithm complex and time consuming to execute.  

 

2.3.2 Content-based filtering 

 

“Content-based filtering methods are based on a description of the item and a profile of the user’s 

preferences. These algorithms try to recommend items that are similar to those that a user liked in 

the past (or is examining in the present)” Wikipedia 

 

The content-based recommendation systems are mainly used to recommend documents, web 

pages, publications, jokes or news. This method could be used to suggest a new item based on the 

past interests. 

 

In the research done by Haiyun Lu consecutive subsequences are used to derive patterns. This uses 

principle of sequential method to form consecutive subsequences. The consecutiveness ensures the recency 

of extracted patterns. Then it builds a conditional probability model to make recommendations. [15] 

 

2.3.3 Other approaches 

 

One research has used customer segmentation to predict and recommend products. The paper talks 

about the drawbacks of the collaborative filtering and recommends segmentation intend. It 

identifies RFM model and an enhanced version of RFM model as an effective model for user 

segmentation. 
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RFM model has been proposed by Hughes in 1994 [8]. It proposes three behavioral variables, 

namely Recency (R) Frequency (F) and Monetary (M). Recency denotes the latest purchases, 

frequency denotes the total number of purchases and monetary denotes the monetary value spent 

during one period [9].  However the paper mentions about the drawbacks of the model as well and 

mentions about a revised model proposed by Macus. He used the number of purchases (F) and the 

average purchase amount (A) construct two-dimensional matrix model based on CLV (customer 

lifetime value) to correct the RFM method [10]. 

 

Customer segmentation methods can be classified into two categories, i.e. market research or data 

mining methodologies and It has used neural networks and fuzzy logic to come up with a solution.  

The case study for the reported release being bakery items purchases, it is highly likely that the 

results depends on the recent purchases than purchases made months or years back. Therefore the 

two behavioral variable, recency and frequency in the RFM model can be considered as two 

important variables in the reported research as well.  

 

Another research paper studied was the paper titled, “An Intelligent Product Recommendation 

Model to Reflect the Recent Purchasing Patterns of Customers” [6]. The research uses the recent 

purchasing patterns to recommend product to customers.  It has considered both customer 

information and product information for the solution. The research has used various data mining 

classifiers such as the decision tree, neural network, support vector machine, random forest, 

rotation forest, sliding-window scheme for the recommendation model recommendation model. 

 

Another research uses a combination of attribute based approach and a sequential based approach. 

It makes a personal preference matrix for each user to generate results. In the sequential based 

approach it uses weighted association rules to identify latest patterns. It suggests that the 

purchasing processes usually have some time-dependency relationship and is repeatable and also 

periodical. [16] This is similar to what was observed during initial problem analysis of the reported 

research 

 

Rule based approach is also a simple approach of recommendation. Rules are usually derived from 

database of previous transactions. This uses data mining techniques such as web usage mining, 

decision tree induction to find association rules. [15] 
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2.4 Real time Predictions 

 

Although there exist many data analysis and prediction algorithm, most of them does not provide 

real time results. One key attribute in the reported research is producing results real-time. Therefore 

it is important to review and evaluate research done on producing results real time. 

 

2.5 General Data Protection Regulation (GDPR) 

 

As the research is done using customer data, the regulations related to customer information should 

also be studied. GDPR is one such regulation. 

 

General Data Protection Regulation (GDPR) is a legislation approved by European Union 

Parliament on 14 April 2016. However, the law was enforced on 25th March 2018. Main objective 

of the GDPR is to protect personal identification information (PII).  

 

Under this organizations must ensure that personal data is gathered legally and also under strict 

conditions.  Organizations who collect and manage the data will be obliged to protect it from 

misuse and exploitation, as well as to respect the rights of data owners. If any breach on the above 

conditions the Organization will be penalized under the GDPR Act. [13] 

 

This new EU framework applies to organizations in all member-states and has implications for 

businesses and individuals across Europe, and beyond. The rules don’t apply to data processed by 

an individual for purely personal reasons or for activities carried out in one's home, provided there 

is no connection to a professional or commercial activity. Also GDPR applies to the processing of 

personal data wholly or partly by automated means as well as to non-automated processing, if it is 

part of a structured filing system. [13] 

 

GDPR can be a huge limitation for the Big Data Analytics related projects. Accuracy of the Big 

Data Analytics modules will be affected by this regulation. If the Analytics involved in profiling 

the customers then the business should take the individual consent of the customers before doing 

so. Number of data to work with for data scientists will be reduced with the GDPR.  
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There are no Silver bullets for the GDPR. Only way of achieving the Big Data Analytics with 

GDPR is being Compliant with the regulation.  

*** 
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Chapter 03 

Methodology 
 

 

3.1 Introduction 
 

This chapter includes a detail analysis of the problem and its causes. This also elaborates on how 

predictive analysis can used to solve the problem. The chapter also discuss on how the data was 

gathered and analyzed. Graphs and simple queries were used to analyze the data set to find the 

deciding factors of item of purchase. During the analysis it was identified that time, date and 

frequency contributes majorly towards the pattern of the purchase. According to the analysis the 

algorithm was designed to find the most probable item set that a user might purchase on a given 

time or date. The chapter includes the systems design diagrams and architecture as well. 

 

3.2 Problem Analysis 
 

Below mentioned is the identified problem during the initial stages of the research. According to 

the identified problem the problem analysis were carried out during the research. 

 

“The traditional method of item checkout has failed to serve the rising demands, leading to 

long queues in outlets and dissatisfied customers.” 

 

Long queues are formed mostly during peak hours because a large number of customers enter into 

the system and the service rate is not the same as the arriving rate. Since the arrivals could not be 

controlled, what could be controlled and improved is the service. 

 

 

 

 



 

14 

 

After close observation of the system the below causes was found for the delay at the cashier. 

 Customers coming to bill the items sometimes spend a lot of time in the cashier trying to 

decide what to purchase 

 The cashier fails to understand the customer needs at the first time that he or she has to 

repeat the order again 

 When foreign nationals comes, sometimes they fail to understand their requirements due 

to language and pronunciation barriers  

 Cashiers get distracted  

 Payments also delays billing; Credit/Debit card not working etc. 

 If the cashier is a trainee he/she spends time on finding the product codes 

 Some people buy a long list of items that it takes a while to bill the purchase and the 

customers who are next in the line have to wait till it’s over. Some stores offers a express 

counter for few item purchases but in this case no such counters are available 

 

It is important to study customers’ behavior to derive a better solution. Therefore during the 

analysis the customer and his/her behavior was closely observed. The finding of the observation 

is as follows; 

 

 Customers are of different types in terms of behavior. Education, job roles etc. 

 Most of the customers are regular customers 

 Customers enter into system for different purposes. 

o To buy a main meal 

o To buy a snack 

o To have some desserts 

o To drink something refreshing 

o To experiment new additions 

 Customer’s purchases differ according to the date, day of the week, day of the month, time 

of the day, weather etc. 

 Most of the regular customers purchase the same set of items with minor differences. 
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It is highly important for a business to know their customers. This would assist the organization or 

the business to maintain a good relationship with the customer and also to stop the customer from 

going to competitors. It would also help to individually treat the customer according to their likes 

and dislikes.  

 

Nowadays almost every retail store have loyalty schemes and all the purchases of the customers 

can be found in the digital formats. Even In the case study the store offers a loyalty scheme and 

the purchases are recorded against the customer information. This means that by analyzing the 

purchasing data of the customer, the organization could get to know the customer better. 

 

3.3 Approach 
 

Since the traditional methods have failed to cater the rising demands and expectations of the 

customer, alternative methods should be studied to resolve the problem. As digitalization is on the 

rise in the global market and all the organization are turning toward digitalization, it is reasonable 

to look at the trending digitalization concepts to derive a solution. Data analysis, artificial 

intelligence based solutions, machine learning, and mobility are some of those popular topics in 

the digitalization stack. 

 

As mentioned in the literature review data analytics has evolved greatly in past years and has been 

used in decision making, predicting etc. In the literature review it was revealed that some 

organizations have used data analysis and predictive analysis techniques to implement self-

checkout applications. After studying the similar systems and researches it was decided to follow 

a similar approach to solve the mentioned research problem. 

 

Today, one of the hot topics in the industry is, smart devices, smart application, AI embedded UI 

etc. Therefore traditional application with static user interfaces will no longer impress the 

customers nor will it bring much benefit to the organization. Therefore it is important to use 

techniques to make the solution smarter. In the reported scenario, being smart could be defined as, 

knowing what the customer is about to purchase. If that could be achieved, the application could 

prioritize the list of item set when prompting the complete item set. This makes the self-checkout 

much easier and faster. 
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Therefore the hypothesis for the research can be stated as follows; 

“Factors such as Time, date affects the users purchase and these variables could be used to 

develop an algorithm to predict the next purchasing item list of the user and it could be used 

for intelligent UI building for a self-checkout application” 

 

How could the said smartness can be achieved was the next issue to be addressed and research on. 

As mentioned earlier in the thesis, the store maintains a loyalty scheme and the customer purchases 

are available in digital format. These data was used to identify different buying patterns of 

individual customers, which at the end could be used to predict the next purchasing item set. 

 

After obtaining the necessary data, the data set was studied to identify key variables which affects 

the patterns of the customers. It was decided to implement an algorithm to generate the next 

purchasing item set. The results of the algorithm was used in a self-checkout application. 

 

The important point to note here is that using the results of the algorithm the application could 

function as a smart application, because it does not display a static set of items. Instead the 

application is able to display the predicted set of items for the particular customer, making the 

check-out easier and efferent. 

 

A self-checkout could address the following identified root causes; 

 Delay in entering the items to the system: Cashier need not to enter each individual item to 

the system. By scanning the code, the list of items will be automatically populated. 

 Time taken to decide on what to buy: The customers could take their own time as the time 

taken by him/herself will not affect the other person 

 Language barriers and misunderstandings: Since the customer has the facility to add the 

item to the bill, the necessity of communication decreases. 
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3.4 Design 
 

The design of the research can be broken into two major areas. Design of the algorithm and the 

design of the application.  

 

3.4.1 Design of the Algorithm 

 

According to the problem analysis the following variables were identified as potential deciding 

factors for a purchase. 

1. Time of purchase 

2. Day of purchase  

3. Ongoing promotions 

4. Customer preference of taste 

5. Weather 

 

Out of these the first three factors were analyzed to check if the relationship with the purchase is 

significant. The factors analyzed are Time, date and frequency. A detail analysis of the three factors 

are present in the data analysis section of this thesis. 

 

Since the data should be generated real time, the most important attribute of the algorithm will be 

performance, meaning the algorithm should be designed in such a way that the results will be 

generated in few seconds. Therefore, to predict the results only the recent purchases have been 

considered. Therefore, it is important that the algorithm capture the patterns with a limited amount 

of data. 

 

As the first approach a matrix method was used. However, the large number of different items 

made it more complex to determine the next purchasing item set. Therefore a different method had 

to be tested to generate the list. 

 

The second approach used is a combination of rule based and content-based models. Different 

rules related to identified variables; time, date, day and frequency was experimented to determine 
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a suitable filtering approach. As found during the literature survey, some of the researchers have 

used rating methods to prioritize items. Therefore different rating methods was also examined 

during the experiments. After evaluating different approaches an algorithm was developed and the 

high-level design of the algorithm is as follows 

 

 

Figure 1:High-level design of the algorithm 

 

The algorithm uses historical data of three months from the date of purchase to generate the results. 

A simple rule based method is used to produce results. Thus makes the algorithm simple and fast.  

 

The algorithm will calculate a rating for each items according to the time, date, frequency and the 

day factors. The comparisons are made between the current purchase date and time (hereafter 

referred as “purchasing date”) and the historical item purchased date and time. (Hereafter refereed 

as ‘item purchased date’) The calculated ratings will be ordered and percentage of the rating will 

be calculated for each item. 

 

3.4.2 Design of the System 

 

The system consists of two main parts.  

 Tab based mobile application 

 Dashboard to illustrate results 

 Backend which host the data and the algorithm 
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Figure 2: Overall system diagram 

System Overview Diagram 

 

 

  

 

 

 

 

 

 

 

Tab based mobile solution 

  

The tab based application will have to following features; 

1. Login with the user id 

2. Display list of predicted items according to its priority. 

3. Select items for the food basket (i.e. shopping cart) to be purchased 

4. Select quantities  

5. Checkout from food basket 

6. Generate an unique code for billing 

7. Suggest items of similar interest. (Which is not in the predicted list) 

 

  

Db 
API

S 

Back-end System Tab Application - 

Android 

 

Dashboard 
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Architecture diagram of the mobile solution 

 

 

  

Data Layer 

 

 

Presentation layer 

 

 

Data Access layer 

 

Application 

Cache 

API 

manager 

Activities Fragments 

Mobile App 

Figure 3: Architecture diagram of the tab based mobile application 

Login Data 

population 

module 

Checkout 

module 
Commons 

Figure 4: Module view of the mobile application 
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Mockup screens of the mobile solution 

 

         

Figure 5: Login Screen 

 

 

Figure 6: Home Screen 
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Figure 7: After checkout. Checkout successful screen 
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Backend Solution 

 

The backend will host the algorithm, the database and the set of APIs. The tab application 

communicates with the backend using the API manager. Also a dashboard was created to present 

the results of the algorithm 

 

The following APIs will be available in the backend 

1. Login API 

2. Get item set API 

3. Generate code API 

 

The following ER diagram illustrates the database design 

 

 

Figure 8: ER diagram of the backend database 
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3.5 Methodology 
 

 3.5.1 Data collection 

 

The data was collected from a set of sample users over a period of six months and their bakery 

item purchases were closely monitored. Their bills were collected whenever possible. The data 

that was collected has been entered to a database. Only the relevant data was picked form the bills 

and entered into the database to ensure minimal noise.  

  

As proposed the data set from the desired outlet could not be obtained due to a sign-off of a 

compliance named GDPR. 

 

“The General Data Protection Regulation (GDPR) is a regulation in EU law on data protection and 

privacy for all individuals within the European Union (EU) and the European Economic Area 

(EEA). It also addresses the export of personal data outside the EU and EEA areas. The GDPR 

aims primarily to give control to individuals over their personal data and to simplify the regulatory 

environment for international business by unifying the regulation within the EU.”[7]  

 

Since the citizens of Europe countries purchase items from the outlet, if they fail to maintain the 

compliances the organization will have face heavy fines. Therefore the organization was not able 

to share the personal information of the customers with a third party.  However necessary data was 

collected through colleagues and friends who regularly purchase data from the outlet. As the 

method used in the research is a content-based method and the item set is determined only using 

the historical data of the particular user, the data obtained through manual collection is still valid 

to develop the algorithm. 

 

Many researches have been done on the impact of GDPR on data science research and 

development. Few incites of those researches are mentioned in the literature review section. 
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3.5.2 Data Analysis 

 

Since the data was entered manually, no data cleaning or data translation was required during the 

analysis. It was assumed that the items purchased differ according to the data and time of 

purchase. To check the hypothesis a correlation analysis were carried out.  

 

Two users; user 1 and user 3 was taken as sample users to evaluate the hypothesis. The frequency 

count of each item purchase between the months of September and December were considered 

during the study. The total number of unique items purchased for user 1 and user 3 is illustrated 

below. The number of items purchased by each user counts to a large number.  

 

 

 

Figure 9: Purchases of user 1 

 

User 1 purchases

957028 23810 118328 955024 954001 956001 955098 956005 956031 954002 955254

953048 118326 955045 955000 955080 955108 118367 955199 957037 23820 957019

956011 956029 23860 118329 956014 956002 956034 956004 955132 955255 956006

956017 955265 956032 955061 955164 955002 954004 955165
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Figure 10: Purchases of user 3 

 

Time of Purchase 

 

The result set were filtered by different time periods. The following graphs illustrate the result sets. 

The filtering reduces the item count by approximately 50%. Therefore it is clear that the time of 

purchase impacts the purchasing result. 

 

 
 

Figure 11: Time comparison of user 1 

User 3 purchases

952010 955016 23810 955096 955247 955002 956011 955097 955286 956017

956029 951013 955024 957037 955250 955072 956027 23820 955214 118363

955015 957029 956013 955023 118367 955063 955061 955162 956004

User 1 : Purchases between 8 
a.m. and 10 a.m.

118326 956017 954001 118329

956004 956032 956005 955165

23820 956006 118328 956001

User 1 : Purchases between 
12 p.m. and 2 p.m

955098 956005 23820 956031 955000

118326 955080 955061 955045 957013

956014 956002 956034 955108 956004

955024 118367 955265
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Figure 12: Time comparison of user 3 

 

Ongoing promotions/ Recency 

 

This could be monitored using the recency of the purchase. The following charts illustrates the 

results after filtering. It is clear that the recency also has a significant impact to the purchase. 

 

 
 

Figure 13: Date comparison of user 1 

User 3 : Purchases between 8 
a.m. and 10 a.m

955016 23810 956011 955097 955002

956029 955286 955072 23820

User 3 : Purchases between 
12 p.m. and 2 p.m

955250 955247 955096 955162

955002 956004 955214 118363

955023 955063 955061

User 1: Purchased date 
between 20th November 2018 

to 30th November 2018 

956017 118326 955098 956004

23820 956001 956032 956006

User 1: Purchased date 
between 01st December 2018 

to 07th December 2018 

23820 955098 955199

23860 957013 956014
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Figure 14: Date comparison of user 3 

 

Day of the week 

The results were also filtered using the day of the week to check if there is a significant impact. 

Even though the impact is less comparing to the other factors, the impact can be still considered 

as significant. 

 

 
 

Figure 15: Day comparison of user 1 

User 3: Purchased date 
between 20th November 

2018 to 30th November 2018 

955016 955097 118363 955015 23810

956017 957029 956029 118367

User 3: Purchased date 
between 01st December 2018 

to 07th December 2018 

955250 956011 955002 957037 955072

955247 955024 955023 955286

User 1: Purchased date -
Wednesday

955098 23820 956017 118326 956004

955254 957019 955132 953048 955000

954004 955199 118329 955045 956005

956002 956031 956034 954002 957013

User 1: Purchased date -
Friday

956005 118326 957037 118329

956031 955045 954002 118367

23820 23860 956001 955098
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Figure 16: Day comparison user 3 

 

After a detail analysis of the factors the following variables were identified as key variables of 

defining customer purchasing patterns, 

1. Date of purchase 

2. Time of purchase 

3. Day of purchase 

4. Frequency of the items 

 

*** 

 

  

User 3: Purchased date -
Wednesday

23810 955247 955097 118367 955016

955162 955286 956004 955024 23820

955214 955250 955096

User 3: Purchased date -
Friday

956011 957037 955072 955247 955096

955063 955061 955002 23810
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Chapter 04 

Proposed Solution 

 

 

4.1 Introduction 
 

After careful evaluation on the literature and the analysis of the key variables, a basic model for 

the algorithm was developed. The model is based on the following factors, Recency, Frequency 

and Relevance. Also the model uses the history of the intended user. Hence the model is named as 

RFM-U model.  

 

For the back-end, a dashboard was created to view the results of the RFR-U model and its 

variations. In addition the mobile application was developed as a proof of concept using the results 

of the algorithm.  

 

This chapter explains each factors in the RFR-U model and its importance. It also discuss on how 

the model was built using the RFR-U factors.   

 

4.2 RFR-U Model 
 

The model uses passed data of three months of the intended user from the purchasing date. Then 

the data is further filtered using the RFR variables. 

 

A rating for each item is calculated using RFR variables. Each variable is given a weight according 

to its significance. After the rating the probability of purchase for each item is calculated. 

Thereafter the result is further filtered by eliminating items which has the probability percentage 

less than 0.5. 

 

The algorithm will output the predicted item list along with its predicted quantities and a similar 

item/s of interest. 
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4.2.1 Relevance 

 

This parameter checks how relevant is an item to the purchasing date and time. 

 

It was identified during the research that the users purchase different products during different 

times of the day and day of the week. As an example some people tend to buy rice during the lunch 

time every Friday as some do not bring lunch on Fridays. 

 

This checks the relevance in terms of time and the day 

a. Time 

This parameters checks how relevant is an item in the list for this time of the day. The 

weight table for the difference is given below. As this parameter could reduce the item list 

approximately by 50%, it is used as the first filtering criteria 

 

Time difference weight 

Purchasing time is between ±30 𝑚𝑖𝑛𝑠 of item purchased 

time 
7 

Purchasing time is between ±1.25 ℎ𝑟 of item purchased time 5 

Purchasing time is between ±2 ℎ𝑟 of item purchased time 3 

Table 1: Weight table for time factor 

 

b. Day 

This checks how relevant is an item in the list for the day of the week. If the item matches 

with the day of the week the rating of the item will be increased. 

 

Even though the result set can be drastically reduce, these parameter is not as significant as the 

recency parameter. Therefore the algorithm uses addition to increase the rating of the item. 
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4.2.2 Recency 

 

This refers to recently purchased items.  

 

It is likely that the user purchase the same item he/she bought recently. The reasons for this 

behavior could be an ongoing promotion, weather condition, current health situation etc. 

 

This parameter compares the items purchase dates in-terms of the week of purchase. Since this is 

parameter is the most important parameter the algorithm uses multiplication to increase the rating. 

The weight table for the recency variable is given below. 

 

Date difference weight 

Item purchased date is within 1 week of the purchasing date 10 

Item purchased date is within 2 week of the purchasing date 8 

Item purchased date is within 3 week of the purchasing date 5 

Table 2: Weight table of the recency parameter 

 

 

4.2.3 Frequency 

 

This refers to number of times the user has purchased the item within the given time frame.  

 

This is used as initial rating and the base for weight calculations. As an example if the certain item 

has been purchase 15 times during the past three months, then the frequency of the item is 

considered as 15. Likewise each item will have a frequency for each factor as well. 
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4.3 Variation of RFR-U model 
 

Different variations of the model can be obtained by removing one or more variables from the 

model. 

 

1. RFR model  

This model removes the user variable and the output is a list of items that all users would buy 

on the time of purchase. This predicts the types of items that customers would buy at a given 

time and date. It is useful for the store to plan their manufacturing.  

 

2. RF model 

This model only considers the variable recency and frequency. This is outputs the items that 

users have recently purchased along with its probabilities. This is useful for the store to 

determine the fast moving items there by plan their menus and its quantities. Also this is useful 

to check if any on-going promotions have any effect. 

 

3. RLF model. 

This model considers the relevance and frequency. The output of the model is a set of items 

that the user would buy at on a given time of the day. This is useful for the store to alter their 

menus. 
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4.4 Dashboard 

 

The back-end dashboard illustrates the results of the RFR-U model and its variances. Below is a 

screenshot of the dashboard. 

 

Figure 17: Screenshot of the dashboard 

 

4.5 Mobile Application 

 
The mobile application is developed as a proof of concept. It was developed as an Android 

application which supports 7 inch tabs. The application is named as “I-Checkout” to resemble its 

self-checkout functionality.  

The user could enter his/her loyalty id and login to the system. Upon login, the user is directed to 

the home screen where a list of predicted items are displayed. The application uses the RFR-U 

algorithm to generate the said list. The result set of the algorithm is obtained using the services 

hosted in the back-end. 

The user could tap on the icons to add preferred items to the food basket and using the checkout 

button a unique code can be generated. This code can be used for further processing such as 

payments. 



 

35 

 

 
Figure 18: Login screen of the POC app 

 

 
Figure 19: Home screen of the POC app 

***  
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Chapter 05 

Evaluation and Results 

 

 

5.1 Introduction 
 

The evaluation of the algorithm and the mobile application was done in both quantitative and 

qualitative approaches.  

 

For quantitative approach different types of validation equations have been used to evaluate the 

algorithm and this chapter includes the test results of the evaluation. For the quantitate approach, 

feedback obtained from different users were used. 

 

Fresh item purchasing bills of a selected set of users has been collected daily over a period of six 

months. The information in those bills have been inserted into a database and those data have been 

used as the data set for the research and evaluation. 

 

The overall accuracy of the algorithm is around 83% 

 

 

5.2 Quantitative Evaluation 
 

Fresh bakery item purchasing bills were collected over a period of six months. As the algorithm 

uses historical data of three months to predict the next purchasing item list, the bills collected 

during the months of September, October, November and December were not used for the 

evaluation.  

 

Gathering feedback from the users regarding the accuracy of the algorithm is an acceptable 

method. However depending completely upon the users’ feedback on its correctness may not give 

an accurate picture about the accuracy of the algorithm. Further, to make a fair judgement it will 
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be required to test many scenarios, such as, different days, different times and different users. This 

is a difficult and time consuming task. Therefore, a different approach had to be used to determine 

the accuracy of the algorithm. As a better approach, it was decided to use the gathered bills to 

evaluate the results. 

 

The bills collected during the last three months (January, February, and March) were used as the 

testing data set. Since more than 100 bills are available it was able to evaluate the algorithm for 

different users and different time and date combinations. 

 

A total of 25 bills were selected from the available bill collection which covers different user and 

date combinations. The user id, the purchased date and time in the bill was entered using the 

dashboard created and then the predicted item set was obtained using the algorithm.  

 

The steps for the test is as follows; 

1. Pick a bill from the bill set 

2. Open the dashboard 

3. Enter the user id, date and time in the dashboard 

4. Click search button to generate results 

5. Compare the results against the list in the bill 

6. Enter the findings in the evaluation excel 

 

The generated (Predicted) item set was compared against the actual item set in the bill. If the items 

predicted by the algorithm matches the items in the bill, it can be concluded that the algorithm has 

100% accuracy. If few items are present it can be concluded that the algorithm is partially accurate. 

To calculate the accuracy percentage of the individual bills and the total accuracy, the following 

set of equations were used.  
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Let, 

𝑃(𝑛) =  
 

𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑚𝑠 (𝑤𝑖𝑡ℎ𝑖𝑛 𝑓𝑖𝑟𝑠𝑡 𝑛 𝑟𝑒𝑐𝑜𝑟𝑑𝑠) 

𝑁 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑏𝑖𝑙𝑙 

 

1. Rate of accuracy  

The accuracy of the predicted items of a single bill 

 

𝑅𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑛) = 𝑅𝐴(𝑛) =
𝑃(𝑛)

𝑁
× 100% 

 

 

2. Strict rate of accuracy 

The algorithm may sometimes predict a list with many items. Therefore, it should be evaluated 

if the algorithm could correctly define the probability of purchase. This equation compares the 

items in the bill with the first five items which was predicted by the algorithm. Therefore this 

equation is used to check if the algorithm could correctly order the items predicted. 

 

𝑆𝑡𝑟𝑖𝑐𝑡 𝑅𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑆𝑅𝐴) =
𝑃(5)

𝑁
× 100% 

 

 

3. Weighted rate of accuracy 

This equation is used to calculate the general accuracy of a single bill prediction 

 

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑅𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑊𝑅𝐴)  

=
( 3 × 𝑅𝐴(5)) + ( 2 ×  𝑅𝐴(10)) +  (𝑅𝐴(15)) 

6
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4. Average rate of accuracy:  

This equation is used to calculate the average accuracy of the complete set of bills. The 

accuracy can be calculate separately for strict accuracy and weighted accuracy.  

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  ∑
𝑆𝑅𝐴𝑖

𝑚

𝑚

𝑖=1

 =   
1

𝑚
 ∑

𝑃𝑖(5)

𝑁𝑖

𝑚

𝑖=1

  ;   𝑚 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑙𝑙𝑠 

 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑅𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑) =  ∑
𝑊𝑅𝐴𝑖

𝑚

𝑚

𝑖=1

  ;   𝑚 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑙𝑙𝑠 

 

 

5. Accuracy of a user:  

It is important to check the algorithms behavior for different users. This equation is used to 

separately calculate the average accuracy of a single user.  

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑈) =  ∑
𝑆𝑅𝐴(𝑢)𝑖

𝑚(𝑢)

𝑚

𝑖=1

          ;   𝑚 → 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑙𝑙𝑠,  

          𝑢 → 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟 

  

𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑟𝑎𝑡𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑈) =  ∑
𝑊𝑅𝐴(𝑢)𝑖

𝑚(𝑢)

𝑚

𝑖=1

  ;   𝑚 → 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑙𝑙𝑠,  

          𝑢 → 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑢𝑠𝑒𝑟 
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5.3 Results of the Quantitative Analysis 
 

The following table illustrates the test results obtained by the quantitative evaluation.  

 

Table 3: Test results 

Bill date User N P (5) P(10) P(15) 

SRA / 

RA(5) RA(10) RA(15) WRA 

07-02-2019 13:57 3 2 1 2 2 50 100 100 75 

13/02/2019 12:38 3 1 1 1 1 100 100 100 100 

13/02/2019 08:46 3 2 2 2 2 100 100 100 100 

07-02-2019 13:56 15 2 1 1 1 50 50 50 50 

01-02-2019 12:07 1 1 1 1 1 100 100 100 100 

22-02-2019 09:46 2 6 4 4 4 66.666667 66.666667 66.6666667 66.666667 

13-02-2019 17:28 15 3 2 2 2 66.666667 66.666667 66.6666667 66.666667 

07-01-2019 14:10 3 1 1 1 1 100 100 100 100 

10-01-2019 11:58 13 2 2 2 2 100 100 100 100 

10-01-2019 09:35 3 2 2 2 2 100 100 100 100 

03-01-2019 09:55 3 1 1 1 1 100 100 100 100 

17-01-2019 09:03 1 1 1 1 1 100 100 100 100 

28-01-2019 17:04 2 3 2 2 2 66.666667 66.666667 66.6666667 66.666667 

21-01-2019 12:55 1 1 1 1 1 100 100 100 100 

16-01-2019 08:35 3 2 1 2 2 50 100 100 75 

29-01-2019 09:41 3 2 2 2 2 100 100 100 100 

21-01-2019 08:17 3 2 2 2 2 100 100 100 100 

24-01-2019 9:59 13 3 2 2 2 66.666667 66.666667 66.6666667 66.666667 

14-01-2019 08:33 1 3 2 2 2 66.666667 66.666667 66.6666667 66.666667 

26-03-2019 16:21 3 1 1 1 1 100 100 100 100 

13-03-2019 13:16 3 1 1 1 1 100 100 100 100 

21-03-2019 10:37 3 2 2 2 2 100 100 100 100 

13-03-2019 08:56 3 2 2 2 2 100 100 100 100 

05-03-2019 12"40 3 1 1 1 1 100 100 100 100 

08-03-2019 09:23 3 6 4 5 5 66.666667 83.333333 83.3333333 75 

03-01-2019 17:17 15 3 3 3 3 100 100 100 100 

30-01-2019 18:08 1 2 1 1 1 50 50 50 50 

24-01-2019 13:45 1 1 1 1 1 100 100 100 100 

10-01-2019 14:10 1 1 0 0 0 0 0 0 0 

08-01-2019 1 1 1 1 1 100 100 100 100 

Average 83.333333 87.222222 87.2222222 85.277778 
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Using the individually calculated accuracy rates, the overall accuracy of the algorithm was 

calculated. Below are the calculated accuracy levels.  

 Average rate of Accuracy of the bills = 83.34%  

 Weighted average rate of accuracy of the bills = 85.28% 

 

The accuracy of the individual users were also calculated. 

 User 1 

o Average rate of accuracy of the user 1(Strict) = 78.57% 

o Average rate of accuracy of the user 1 (weighted) = 78.57% 

However without the anomaly test record the accuracy stands around 88% 

 User 2 

o Average rate of accuracy of the user 2(Strict) = 77.78% 

o Average rate of accuracy of the user 2 (weighted) = 77.78% 

 User 3 

o Average rate of accuracy of the user 2(Strict) = 91.11% 

o Average rate of accuracy of the user 2 (weighted) = 96.42% 

 User 15 

o Average rate of accuracy of the user 2(Strict) = 72.22% 

o Average rate of accuracy of the user 2 (weighted) = 72.22% 

 

It was observed during the evaluation that the accuracy of the algorithm increases as the number 

of records increases. The accuracy drops when purchasing a completely new item which the user 

has not purchased before. This can be considered as an anomaly. Also there are situations where 

one person has bought items for few other people under the same bill. In such cases the accuracy 

gets less than 80%.  

 

It is important to note that out of the 30 test cases listed above, 19 test cases have an accuracy of 

100%. Considering the weighted average 22 test cases have an accuracy greater than 75%. 

Therefore it is clear that in most of the scenarios the algorithm has correctly predicted the next 

purchasing items.  
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5.4 Qualitative Evaluation 
 

In addition to the quantitative evaluation a qualitative evaluation was also done to check if the 

research has achieved its objectives. A qualitative evaluation is important to evaluate the non-

quantifiable aspects of the research such as user friendliness. This is also important to understand 

the different opinions of users, about the concept and the solution. 

 

As the quantitative evaluation, a feedback form was given to eight individuals who purchase fresh 

items from the selected outlet on a daily basis. The individuals were given a chance to use the 

developed prototype system and provide their feedback on the system and the concept through the 

feedback form. The feedback form contains questions related to the accuracy of the results, 

satisfaction and other non-functional objectives of the solution. ‘Google Forms’ were used to 

create and distribute the feedback forms. The feedback form is attached in the appendices section 

for reference. 

 

The summary of the collected responses is mentioned in the next section of this chapter.   
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5.5 Results of the Qualitative Analysis 
 

Below graphs summarize the answers provided by the users for the feedback form. 

 

 

Figure 20: Answers for question 1 

 

 

Figure 21: Answers for question 2 
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Figure 22: Answers for question 3 

 

 

Figure 23: Answers to question 4 

 

 
Figure 24: Answers for question 5 
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Figure 25: Answers for question 6 

 

 
Figure 26: Answers for question 4 

 

 

Figure 27: Answers to question 8 
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Figure 28: Answers to question 9 

 

 
Figure 29: Answers for question 10 

 

 
Figure 30: Answers for question 11 
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Figure 31: Answers for question 12 

 

As the graphs indicate a positive feedback has been received for the solution. All the users have 

agreed that the current checkout process can be improved and the proposed solution makes the 

checkout process easier. The satisfaction rate of the results produce by the algorithm stands above 

80% and the satisfaction of the overall application and the concept also stands above 80%. 

Most of the users liked the fact that the application filters and shows a predicted item list. Also 

users have mentioned that it is faster and easier to use the proposed approach than to use the 

existing billing mechanism.  

The users were asked to give suggestion for improvements. Below are few points to note of the 

given answers. 

1. Integrating a payment gateway, so that the customers will have the facility to pay through 

the application 

2. Filter results as the customer add items to the food basket.  

 

 

*** 
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Chapter 06 

Conclusion and Future work 
 

 

6.1 Introduction  

 

The industry trend is such that, the era of static UI is coming to an end. This is why the world 

today, talks about AI in UI. As the world becomes smarter, the user interfaces should also look 

smarter. The user interfaces will look smart, if they could display personalized content. Then the 

user will feel that the application knows who he/she is. 

To make a personalized content, it is important to separately identify the user and his/her 

preferences. There are many data analysis techniques to classify and identify user behaviors. After 

identifying the behavior of the user, those algorithm can make predictions about the users future 

actions. 

During the literature survey many techniques such as collaborative filtering methods, content 

based filtering methods, decision trees and matrix method were studied. But the studied scenario 

in the research requires a much simpler solution, so that the results could be obtained efficiently. 

Therefore a simple content, rule based and weighted rating method was used to implement the 

algorithm. 

Through observation and data analysis different factors/variables which may directly define the 

patterns were identified. Time of purchase, date of purchase, day of purchase, frequency of the 

purchases were the important variables and according to the degree of significance of the variables, 

an algorithm was designed and developed to predict the next purchasing items set.  

The algorithm uses the mentioned variables and heuristic weights to determine the result set. The 

algorithm outputs a set of items as, predicted next purchasing item set along with the probability 

of purchasing the item. 
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This algorithm was used in a self-checkout application which was designed to validate the concept. 

Using the results of the algorithm the application will display a personalized set of items for the 

user, making the application look and behave smarter.  

 

6.2 Critical evaluation of the project 
 

The main objective of the research was to design and implement an algorithm to predict the next 

purchasing item list of a given user, using his/her historical purchasing data. As mentioned in the 

literature review numerous methods and techniques are available to determine purchasing patterns 

of users. However, as the algorithm should generate results real time, a time efficient method had 

to be used to generate the results.  

 

The RFR-U algorithm, which is elaborated in the thesis is able to generate a predicted next 

purchasing item set of a given user within seconds. During the research it was able to identify 

important variable that impact the purchases of the users. This is not only important for this 

research but will be important for future studies as well. 

 

The accuracy rate of the algorithm is above 80%. The accuracy level is highly satisfactory as 

simple rule based methods have been used to design the algorithm. The feedback from the users 

have also been mostly positive. Hence it can be concluded that the solution is able to solve the 

problem mentioned in the research. 

 

However, the algorithm is able to achieve the said accuracy level only if the customer is a regular 

customer. In addition there are scenarios where sometimes one customer would buy for several 

others as well. In such a scenario the accuracy level will be lesser than the mentioned accuracy 

level. As the algorithm uses simple techniques, the algorithm cannot predict anomalies.  
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6.3 Future work 

 
The algorithm could be further improved by incorporating factors such as weather to generate 

results. As an example users would tend to buy hot beverages instead of cold ones on a rainy day. 

Therefore it is likely that the weather could influence the purchase. Therefore considering weather 

patterns when generating the result would give better accurate results. 

The application can be made further personalized by filtering results according to the current 

selection. Many researchers suggest that customers are likely to purchase certain items together. 

Therefore using such mechanisms the application can be made more personalized and user 

friendly. 

 

***  
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Appendices 
 

 
1. The feedback form 


