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Abstract 

 

 

A chatbot is an essential point at the natural evolution of a Question Answering system 

in parallel to Natural Language Processing (NLP) improvements. Chatbot applications 

enhance the interactions between people and services with enhancing customer 

experience. More accurate chatbot systems offer companies new opportunities to 

improve the customer‘s engagement with the service by reducing the typical cost of 

customer service. This research is on the design and implementation of the domain-

specific Sinhala Chatbot System that can communicate between computer and user, 

through the Sinhala language. 

 

The entire system has been developed using the JAVA programming language. The 

main objective behind this approach was to understand user-required information and 

provide the ideal answers considering various user circumstances. The proposed 

framework includes an NLP service and a context manager. NLP service contains 

Intent classifier, Entity identifier and Response generator, implemented for Sinhala 

Language processing with Supervised Learning in Neural Network, trained with the 

data, collected from the end users. 

 

We have introduced a framework that can use for the implementation of a chatbot in 

Sinhala for any domain. By using the proposed framework, we present a simple chatbot 

system which accepts user input in Sinhala and generate replies extracted from the 

training data set in the domain of Train information in the Sinhala language.  
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Chapter One 
 

Introduction 

 

The computer-based chat system is a prevalent communication method in the modern world. 

Most of these chat systems use a limited capability of responding to user requests based on 

the service domain. 

Mainly there are two types of chat systems. 

1. Human - Human chat system 

2. Human-Computer char systems. 

Human - Human chat systems act as a mediator between two humans who communicate with 

each other. It can consider a simple conversation that occurs between two parties. 

Human-Computer Chat systems are more challenging. Term Chat Bot use for this kind of 

chat systems. Chatbots have known to be one of the most emerging technologies in 

information technology. Most of the companies and services have already trying out Chatbots 

in their customer service lines to provide their customers with a better service and optimise 

their business process. Chatbots is a technical tool which enables us to replace ―human‖ 

representative of the conversation scenario. In order to achieve this, unique mechanisms such 

as NLP (Natural Language Processing), Machine Learning techniques have used. 

Both of these two types of chat systems are available in the English language. Among these 

two, Chatbot has become an essential part of many business processes. Most of the Chatbots 

developed for a specific domain. Such as Hotel Reservation, Flight Booking, Customer 

support. 

There are only a few Sinhala Chat bots implementation attempts are available. Among them 

implementing a domain-specific Sinhala Chatbot is still in the research level. The language 

has become a significant barrier since most of the supplementary algorithms; techniques are 

developed based on the English language. 

In this Research project, we wanted to implement a Domain Specific Sinhala Chatbot. As the 

domain of this Chatbot, we have selected Train Information. 

In this research project, we hope to implement a Sinhala Chatbot which can be used to 

communicate through Sinhala natural language for the Train Information retrieval domain. 

In Sri Lanka trains have been one of the major public transportation methods. However, in 

most cases, people have to face many difficulties in using trains because they are unable to 

access train schedules and other related information. Most of the information that they get is 

outdated or incorrect. Because of these issues, people miss out of using trains for their daily 

transportation. 

Today some people tend to retrieve train schedules by going through the Sri Lanka Railway 

Website or by contacting nearest Railway station or Government information centre of Sri 
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Lanka. Both of these methods are time-consuming. In some cases, they will not even get the 

relevant information they require. 

In order to overcome all these difficulties and provide a reliable, efficient service for all the 

Sri Lankans, we propose a solution of implementing a Chatbot which is capable of providing 

train schedules, railway station information and any other related information that would 

matter for the train users 

 

1.1 Background 
 

In 1950, Alan Turing's famous article "Computing Machinery and Intelligence" was 

published, which proposed what is now called the Turing test as a criterion of intelligence. 

This article is the first idea of the intelligent machine. Stimulated by the suggested Turing 

test, Joseph Weizenbaum's program ELIZA, published in 1966, which seemed to be able to 

fool users into believing that they were conversing with a real human. It was able, at least for 

a time to pass the Turing Artificial Intelligence test. However Weizenbaum himself did not 

claim that ELIZA was genuinely intelligent, and the Introduction to his paper presented it 

more as a debunking exercise: 

ELIZA's principal method of operation (copied by chatbot designers ever since) involves the 

recognition of cue words or phrases in the input and the output of corresponding pre-prepared 

or pre-programmed responses that can move the conversation forward in a meaningful way.  

Most people prefer to engage with human-like programs, and this gives chatbot-style 

techniques a potentially useful role in interactive systems that need to elicit information from 

users, as long as that information is relatively straightforward and falls into predictable 

categories. Thus, for example, online help systems can usefully employ chatbot techniques to 

identify the area of help that users require, potentially providing a "friendlier" interface than a 

more formal search or menu system. This sort of usage holds the prospect of moving chatbot 

technology. 

1.2 Problem Definition 

 

At present, the majority of these chat systems are available in the English language. 

Therefore people who do not speak fluent in the English Language, cannot use these chat 

systems due to the apparent reason for the Language barrier. The language barrier has been 

an issue not only for communicating with the Chatbot system but also contributing to the 

discovery of knowledge by the persons whose mother tongue is different from English. 

The foundation of conducting this research in order to address our main purpose is to develop 

a Chatbot system which is used the Sinhala language as the communication language. 

 

https://en.wikipedia.org/wiki/Alan_Turing
https://en.wikipedia.org/wiki/Computing_Machinery_and_Intelligence
https://en.wikipedia.org/wiki/Turing_test
https://en.wikipedia.org/wiki/Joseph_Weizenbaum
https://en.wikipedia.org/wiki/ELIZA
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1.3 Motivation 

 

A chatbot is an intelligent system. There are so many useful applications available to 

developing intelligent Chatbots. This is mainly because; humans want to communicate with 

various resources through appropriate interfaces. 

Domain-specific chatbots are heavily used by competitive fields, such as travel agencies, 

hotel booking services, and other businesses built around travel and tourism. In this research, 

we are developing a chatbot to retrieve information about trains and other details related to 

the Sri Lanka Railway. 

Currently, Sri Lanka railway does not have a call centre which can assist Train passengers. 

They only have the option to contact the nearest Railway station via a Telephone call. 

However, since most of the Railway stations have not assigned a telephone operator, 

passengers have faced many difficulties to contact Railway stations. From the other side, 

people who worked in the Railway station has to put extra effort to answer all of those 

telephone calls, and it will be annoying for them as well. Because of these reasons, 

passengers will not be able to receive friendly and useful service from them. 

Another option is to retrieve details from the Sri Lanka Railway website. However, search 

and find information from a website is very time-consuming. 

As an alternative way, frequent train passengers have got together, and created communities 

using social media and they try to send information and retrieve information via these 

community chats. However, it is not 100% accurate. Because getting information from those 

kinds of communities are depending on the knowledge of the members of the community. 

Sometime we will not be able to get sufficient information and also most of the people 

exchanging information, and it is hard to find the information we required on time. Another 

problem is that most of the people scared to use these kinds of communities.  

In order to address the above issues, we have developed a chatbot which can use to retrieve 

information about Trains. When using these kinds of chatbot, the major problem is the 

language. Since everyone is not able to use the English language, we have decided to 

implement this chatbot in a way the user can communicate using the Sinhala language. This 

chatbot can answer the user‘s question faster and politely in Sinhala.  

Since chatbot is an emerging technology which is heavily using in various types of 

businesses, we have decided that chatbot will be the best solution to address the problems of 

Trains travellers.   

 

1.4 Objectives 

 

The main objectives of the project are to develop an algorithm that will be used to identify 

answers related to user-submitted questions and mapped them into the Sinhala language. To 

develop a database to store all the related data such as questions, answers, keywords, logs and 
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feedback messages and to develop a web interface. The web interface developed had two 

parts, one for simple users and one for the administrator. 

In order to archive the primary objective, some other objectives need to be archived. 

 

1. Implement an Intent identification for the Sinhala language 

2. Implement an entity recognition method 

3. Develop an appropriate method to generate a response or the identified intents and 

entities. 

 

A chatbot will read input sentence from user and analyses Syntax and Semantic of the 

sentence.  By using analysed results, it will extract the knowledge and identify the intent of 

the user and identify the appropriate answer. 

 

 

Figure 1: Basic Structure of the Chatbot 

Intent Identification 

One of the significant tasks of chatbots is intent classification. As simple as it may sound, it is 

quite a complicated process. For that, generally, a model is trained either using a supervised 

or unsupervised approach based on the number of labelled user queries or spoke utterances 

available in order to be able to detect the intent of input user query/input. The challenge of 

this research is to conduct this process for the Sinhala language. 

The goal of the Intent identification is to determine the entities and intent of natural language 

sentences. For instance, if we analyse the following sentence:                      

                   ”, an intent-based NLP algorithm can be used to determine the 

intent of the sentence as ―                 ‖ while the main entity remains ―     

    ‖. 
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Generate Response 

 

In this research, we are building a chatbot framework to process responses according to the 

user intent and the knowledge identified from the user queries. 

 

1.5 Scope 
 

Chatbot we are going to implement from this project is a text-based AI (Artificial 

Intelligence) chatbot that receives questions from users in the Sinhala language, tries to 

understand the question, and provides appropriate answers. The mechanism behind this 

process is identifying the user‘s intent through intent classification and provides the relevant 

answer for the user request. It does this by converting a Sinhala sentence into a machine-

friendly query, then going through relevant data to find the necessary information, and finally 

returning the answer in a natural language sentence. In other words, it answers user‘s 

questions like a human does, instead of giving the list of websites that may contain the 

answer for every question. For example, when it receives the question                  

                    ", it will give a response ―                           
                  ” 

This chatbot will be implemented to retrieve train information. This chatbot will be 

implemented to answer the questions which are relevant to the facilities available in the Sri 

Lanka railways website. 

If the user asks about something which cannot be replied by the Chatbot or which is not 

related to the domain, it will navigate the user to the Sri Lanka railway website to search 

required information by them. 

Mainly there are two types of chatbots, Voice base and Text based. In this approach, we are 

only focusing on implementing a Text-based chatbot. 
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Chapter Two 

 

Related Research or Previous Work 

 

Chatbots are becoming popular as a means for interactive communication between human 

and machines. Due to their interactivity, chatbots are much better than standard machine 

translation systems, which may provide unrealistic solutions when the system cannot perform 

without user intervention. 

 

2.1.  Existing Chatbot Systems 

 

ELIZA is an early Artificial Intelligent program to simulate a non-directive 

psychotherapist[1] In this chatbot, Input sentences analysed by decomposition rules. 

However, ELIZA had minimal natural language processing capabilities.  

ELIZA is a program operating within the MAC time-sharing system at MIT which makes 

certain kinds of natural language conversation between man and computer possible. Input 

sentences analysed by decomposition rules which are triggered by keywords appearing in the 

input text. Responses generated by reassembly rules associated with selected decomposition 

rules. The fundamental technical problems with which ELIZA is concerned are: 

 The identification of keywords 

 The discovery of minimal context 

 The choice of appropriate transformations 

 Generation of responses in the absence of keywords 

 the provision of an editing capability for ELIZA "scripts." 

A discussion of some psychological issues relevant to the ELIZA approach as well as of 

future developments concludes the paper[1] 

Elizabeth is another Chatbot system that adaptation of the Eliza[2] She uses to store 

knowledge as a script in a text file. Each line started with a script command notation. 

Moreover, Elizabeth can produce a grammar structure analysis of a sentence using a set of 

input transformation rules to represent grammar rules. 

ALICE is another chatbot system that can be used to chat with using natural language[3]. It 

uses AIML files to implement its knowledge. It was developed to enable people to input 

dialogue pattern knowledge into Chat bots based on the ALICE free software technology. 

ALICE uses pattern-matching algorithms to identify user input, and this algorithm uses 

depth-first search techniques. 
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User interfaces for software applications can come in a variety of formats, ranging from 

command-line, graphical, web application, and even voice. While the most popular user 

interfaces include graphical and web-based applications, occasionally the need arises for an 

alternative interface. Whether due to multi-threaded complexity, concurrent connectivity, or 

details surrounding the execution of the service, a chatbot based interface may suit the 

need.[4] 

Chatbots typically provide a text-based user interface, allowing the user to type commands 

and receive a text as well as text to speech response. Chatbots are usually stateful services, 

remembering previous commands (and perhaps even conversation) in order to provide 

functionality. When chatbot technology integrated with popular web services, it can be 

utilised securely by an even larger audience[4] 

There is a Sinhala Chatbot system already implemented[5]. It can be used to communicate 

through Sinhala Natural language. It was implemented to answer simple questions and also it 

was trained to do some simple operations.  

 

2.2. Chatbots in other languages (French and Arabic) 

 

Software to machine-learn conversational patterns from a transcribed dialogue corpus has 

been used to generate a range of chatbots speaking various languages and sublanguages 

including varieties of English, as well as French, Arabic and Afrikaans.[6]  

―Using corpora in machine-learning chatbot systems‖[6] present a program to learn from 

spoken transcripts of the Dialogue Diversity Corpus of English, the Minnesota French 

Corpus, the Corpus of Spoken Afrikaans, the Qur‘an Arabic-English parallel corpus, and the 

British National Corpus of English; They[6] have discussed the problems which arose during 

learning and testing.  

Two main goals achieved from the automation process.[6] One was the ability to generate 

different versions of the chatbot in different languages, bringing chatbot technology to 

languages with few if any NLP resources: the corpus-based learning techniques transferred 

straightforwardly to develop chatbots for Afrikaans and Quranic Arabic. The second 

achievement was the ability to learn a considerable number of categories within a short time, 

saving effort and errors in doing such work manually: we generated more than one million 

AIML categories or conversation-rules from the BNC corpus, 20 times the size of existing 

AIML rule-sets, and probably the biggest AI Knowledge-Base ever. 

There are chatbot systems implemented in the Arabic language. They have presented 

machine learning techniques used to generate an Arabic chatbot, which accepts user input in 

Arabic and generates replies extracted from Qur'an[7]. 

 This system[7] is to learn conversational patterns from a Corpus of transcribed conversation 

have been used to generate a range of chatbots speaking different languages including 

English, French and Afrikaans. They[7] have reviewed aspects of the Arabic language, which 
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pose problems for chatbot-learning, and they[7] have discussed the revised process to handle 

Arabic training text and input/output. In principle, the Qur'an provides guidance and answers 

to religious and other questions. Therefore they have used the Qur'an as a training corpus for 

their chatbot.  

Since the Qur'an is not a transcription of a conversation, they[7] have adopted the learning 

process to cope with the structure of the Qur'an in terms of sooras and ayyas. Their resulting 

system[7] accepts user input in Arabic and answers with appropriate ayyas from Qur'an. 

 

2.3. Components of a Chatbot 

 

There is a specific vocabulary for Chatbots and Natural language processing[8]. Learn this 

vocabulary to make the user learn Natural language processing and Chatbot developments. 

Machine learning can be used to build Neural conversational models and improve the 

usefulness of the Chatbot systems[9] 

The Log Answer system is an application of automated reasoning to the field of open domain 

question answering.[10] In order to find answers to natural language questions regarding 

arbitrary topics, the system integrates an automated theorem prover in a framework of natural 

language processing tools. 

LogAnswer[10] is a QA system supporting the German language. The system originates from 

the logic based answer validator MAVE[11] (developed for the multi-stream QA system 

IRSAW).[12] The validator was a redesign for real-time question answering and extended to 

a full QA system by adding a logic-based answer extractor, a user interface and other 

components.  

LogAnswer works with a knowledge base derived from textual sources namely the German 

Wikipedia and corpus of newspaper articles. Answers are produced using a combination of 

deep linguistic processing and automated theorem proving[10] 

Chatbots are a huge trend. Big name brands are jumping at the opportunity to meet their 

customers where they are already spending time — in messaging apps. That is why we are 

seeing a massive number of bots appearing in various industries, from e-commerce and 

fashion to more conservative sectors like banking.[13] 

Advancements in conversational UIs and artificial intelligence (AI) in the events industry 

may not be as fast and impactful yet as in some other sectors, but these two technologies have 

the potential to redefine attendee experience and enable smarter event management for the 

organizers. 

Because of the three major trends that are creating the perfect storm for the rise of 

chatbots:[9] 

 the ever-present app fatigue 

 the explosion of messaging apps 
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 the increased commoditization of AI algorithms. 

 

Companies are building their chatbots leveraging AI for their domain of knowledge and 

ability to personalise conversations. These branded bots live on existing messaging apps, 

such as Facebook Messenger, Telegram, Kik, Viber and more. 

Chatbots we interact with today may be built to do simple things, but as bot makers start to 

leverage advanced machine learning technologies, bots will become more intelligent and 

capable of interacting with users in more contextually relevant ways. 

 

Chatbots learn to do new things by trawling through a vast swath of information. They are 

designed to spot patterns and repeat actions associated with them when triggered by 

keywords, phrases or other stimuli. When Chatbots are used to gather customer insight they 

can improve on all stages of the marketing funnel. Chatbots can store information about the 

kind of questions that the customer asks -> respond with the backdated information available 

& by reading through a large amount of data in a quick amount of time -> predict the user 

actions -> escalate the conversation if need be and resolve it at best possible pace. [14] 

Chatbot developers usually use two technologies to make the bot understand the meaning of 

user messages[15] 

1. machine learning 

2. hardcoded rules 

 

Machine learning can help to identify the intent of the message and extract named entities. It 

is quite powerful, but it requires lots of data to train the model. If there were no enough 

labelled data, then handcrafting rules can be used to identify the intent of a message. Rules 

can be as simple as ―if a sentence contains words ‗pay‘ and ‗order‘ then the user is asking to 

pay for an order‖. [15] 

Chatbot needs a preprocessing NLP pipeline to handle typical errors. It may include these 

steps: 

 Spellcheck:- Get the raw input and fix spelling errors. Can do 

something very simple or build a spell checker using deep learning. 

 Split into sentences:- It is beneficial to analyse every sentence 

separately. Splitting the text into sentences is easy, can use one of NLP 

libraries 

 Split into words:- This is also very important because hardcoded rules 

typically operate with words. Same NLP libraries can do it. 

 POS tagging:- Some words have multiple meanings, for example, 

―charge‖ as a noun and ―charge‖ as a verb. Knowing a part of speech can 

help to disambiguate the meaning. Can use the same NLP libraries, 

https://medium.com/@surmenok/character-level-convolutional-networks-for-text-classification-d582c0c36ace
http://norvig.com/spell-correct.html
https://medium.com/@majortal/deep-spelling-9ffef96a24f6
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or Google SyntaxNet, that is a little bit more accurate and supports multiple 

languages. 

 Lemmatize words:- One word can have many forms: ―pay‖, 

―paying‖, ―paid‖. In many cases, an exact form of the word is not essential 

for writing a hardcoded rule. If the preprocessing code can identify a 

lemma, a canonical form of the word, it helps to simplify the rule. 

 Entity recognition: dates, numbers, proper nouns:- Dates and numbers 

can be expressed in different formats: ―3/1/2016‖, ―1st of March‖, ―next 

Wednesday‖, ―2016–03–01‖, ―123‖, ―one hundred‖. It may be helpful to 

convert them to a unified format before doing pattern matching.  

 Find concepts/synonyms:- WordNet can be used to identify familiar 

concepts. It might need to add domain specific concept libraries 

 

This paper[16] describes a flexible method of teaching introductory artificial intelligence (AI) 

using a novel, Java-implemented, simple agent framework developed specifically for this 

course. Although numerous agent frameworks have proposed in the vast body of literature, 

none of these available frameworks proved to be simple enough to be used by first-year 

students of computer science. 

 

 Hence, the authors set out to create a novel framework that would be suitable for the aims of 

the course, for the level of computing skills of the intended group of students and the size of 

this group of students.[16] The content of the introductory AI course in question is a set of 

assignments that require the students to use intelligent agents and other AI techniques to 

monitor, filter and retrieve relevant information from the World Wide Web. It represents, 

therefore, a synthesis of the traditional objectivist approach and a real-world-oriented, 

constructivist approach to teaching programming to novices.[16] The main aim of 

implementing such a pedagogy was to engage the students in learning to which they relate 

while attaining intellectual rigour. Classroom experience indicates that students learn more 

effectively when the traditional objectivist approach combined with a constructivist approach 

than when this orthodox approach to teaching programming to novices is used alone. 

 

2.4. Technology Frameworks for Chatbots 

 

Dialogflow (formerly Api.ai, Speaktoit) is a Google-owned developer of human-computer 

interaction technologies based on natural language conversations.[17] Api.ai is a service that 

allows developers to build speech-to-text, natural language processing, artificially intelligent 

systems that you can train up with your custom functionality. 

 They have a range of existing knowledge bases that systems built with Api.ai can 

automatically understand called ―Domains‖ — which is what we will be focusing on in this 

https://github.com/tensorflow/models/tree/master/syntaxnet
https://en.wikipedia.org/wiki/Human%E2%80%93computer_interaction
https://en.wikipedia.org/wiki/Human%E2%80%93computer_interaction
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article. Domains provide a whole knowledge base of encyclopedic knowledge, language 

translation, weather and more.[17] 

Watson is an IBM supercomputer that combines artificial intelligence (AI) and sophisticated 

analytical software for optimal performance as a "question answering" machine. The 

supercomputer named for IBM's founder, Thomas J. Watson[18]. 

There are plenty of easy to use bot building frameworks developed by big companies. 

Dialogflow (formerly known as API.AI; developed by Google) and Bot 

Framework (developed by Microsoft) are some examples. Both Dialogflow and Bot 

Framework have pre-built custom language understanding modes. These frameworks seem to 

be great tools to get started quickly, especially if they do not have existing chat logs that can 

be used as training data. In order to develop a chatbot for a business and this chatbot will be 

receiving potentially sensitive or confidential information from its users. In such a case, it 

may be more comfortable keeping all the components of the chatbot in the house. In this case, 

we can use the Rasa platform[19].   

Rasa[20] is an open source bot building framework. It does not have any pre-built models on 

a server that can be called using an API, which means that it will take more work to get it 

running. Rasa stack consists of two major components: Rasa NLU and Rasa Core. Rasa NLU 

is responsible for natural language understanding of the chatbot. Its primary purpose is, given 

an input sentence, predict the intent of that sentence and extract useful entities from it. Rasa 

Core is the next component in the Rasa stack pipeline. It takes structured input in the form of 

intents and entities (output of Rasa NLU or any other intent classification tool) and chooses 

which action the bot should take using a probabilistic model (to be more specific, it 

uses LSTM neural network implemented in Keras). 

 

Many applications are incorporating a human appearance and intending to simulate human 

dialogue, but in most of the cases, the knowledge of the conversational bot is stored in a 

database created by human experts.[21] However, very few researches have investigated the 

idea of creating a chat-bot with an artificial character and personality starting from web pages 

or plain text about a certain person. This paper describes an approach to the idea of 

identifying the most critical facts in texts describing the life (including the personality) of a 

historical figure for building a conversational agent that could be used in middle-school 

CSCL scenarios. 

MILABOT[22] is a deep reinforcement learning chatbot developed by the Montreal Institute 

for Learning Algorithms (MILA) for the Amazon Alexa Prize competition. MILABOT[22] is 

capable of conversing with humans on popular small talk topics through both speech and text.  

The system[22] consists of an ensemble of natural language generation and retrieval models, 

including template-based models, bag-of-words models, sequence-to-sequence neural 

network and latent variable neural network models. By applying reinforcement learning to 

crowd-sourced data and real-world user interactions, the system[22] has been trained to select 

an appropriate response from the models in its ensemble.  

https://whatis.techtarget.com/definition/supercomputer
https://searchenterpriseai.techtarget.com/definition/AI-Artificial-Intelligence
https://dialogflow.com/
https://dev.botframework.com/
https://dev.botframework.com/
http://rasa.ai/
https://nlu.rasa.ai/
https://core.rasa.ai/
https://core.rasa.ai/policies.html#generalising-to-new-dialogues
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The system[22] has evaluated through A/B testing with real-world users, where it performed 

significantly better than many competing systems. Due to its machine learning architecture, 

the system is likely to improve with additional data. 

ONTBOT[23] is another approach for chatbot implementation. It is a working model of 

Ontology-based chatbot, and it proposed that handles queries from users for an E-commerce 

website. It is mainly concerned with providing a user with total control over the search result 

on the website.  

This chatbot[23] helps the user by mapping relationships of the various entities required by 

the user, thus providing detailed and accurate information thereby overcoming the drawbacks 

of traditional chatbots.  

The Ontology template is developed using Protégé which stores the knowledge acquired from 

the website APIs while the dialogue manager is handled using Wit.ai. The integration of the 

dialogue manager and the ontology template managed through Python.[23] The related 

response to the query will be formatted and returned to the user on the dialogue manager. 

There is an approach[24] which considers incorporating topic information into the sequence-

to-sequence framework to generate informative and interesting responses for chatbots. To this 

end, They have proposed a topic aware sequence-to-sequence (TA-Seq2Seq), model.  

The model[24] utilises topics to simulate prior knowledge of human that guides them to form 

informative and interesting responses in conversation and leverages the topic information in 

the generation by a joint attention mechanism and a biased generation probability. The joint 

attention mechanism summarises the hidden vectors of an input message as context vectors 

by message attention, synthesises topic vectors by topic attention from the topic words of the 

message obtained from a pre-trained LDA model, and let these vectors jointly affect the 

generation of words in decoding. To increase the possibility of topic words appearing in 

responses, the model[24] modifies the generation probability of topic words by adding an 

extra probability item to bias the overall distribution. An empirical study on both automatic 

evaluation metrics and human annotations shows that TA-Seq2Seq can generate more 

informative and interesting responses, and significantly outperform the-state-of-the-art 

response generation models. 

2.5. Evaluation of Chatbot Systems 

 

For the annual Loebner Prize contest, rival chatbots have assessed in terms of ability to fool a 

judge in a restricted chat session. Research on Different measurement metrics to evaluate a 

chatbot system has been investigated methods to train and adopt a chatbot to a specific user's 

language use or application, via a user-supplied training corpus[25].  

They[25] have advocated open-ended trials by real users, such as an example Afrikaans 

chatbot for Afrikaans-speaking researchers and students in South Africa. This[25] evaluated 

in terms of "glass box" dialogue efficiency metrics, and "black box" dialogue quality metrics 

and user satisfaction feedback. Another example presented in this paper[25] was the Qur'an 
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and the FAQchat prototypes. Their[25] general conclusion is that evaluation should be 

adapted to the application and user needs. 
Another approach[26] on evaluating chatbot systems are, investigated if and how an 

artificially intelligent chat agent (chatbot) that answers questions about sex, drugs, and 

alcohol is used and evaluated by adolescents, especially in comparison with information lines 

and search engines. 

Another evaluation approach[27] was investigating the linguistic worth of current ‗chatbot‘ 

programs – software programs which attempt to hold a conversation or interact, in English – 

as a precursor to their potential as an ESL (English as a second language) learning resource. 

 After some initial background to the development of chatbots, and a discussion of the 

Loebner Prize Contest for the most ‗human‘ chatbot (the ‗Turing Test‘), this paper[27] 

describes an in-depth study evaluating the linguistic accuracy of many chatbots available 

online. Since the ultimate purpose of the current study concerns chatbots' potential with ESL 

learners, the analysis of language embraces not only an examination of features of language 

from a native speaker's perspective (the focus of the Turing Test) but also aspects of language 

from a second-language users perspective 

Analyses[27] indicate that while the winner of the 2005 Loebner Prize is the ablest chatbot 

linguistically, it may not necessarily be the chatbot most suited to ESL learners. The paper 

concludes that while substantial progress has made in terms of chatbots' language-handling, a 

robust ESL ‗conversation practice machine‘ (Atwell, 1999) is still some way off being a 

reality. 

When considering the evaluation, Quality is one aspect which needs to evaluate. Since 

chatbots are now easier to train and implement due to plentiful open source code, widely 

available development platforms, and implementation options via Software as a Service 

(SaaS). In addition to enhancing customer experiences and supporting learning, chatbots can 

also be used to engineer social harm - that is, to spread rumours and misinformation, or attack 

people for posting their thoughts and opinions online.[28]  

This paper[28] presents a literature review of quality issues and attributes as they relate to the 

contemporary issue of chatbot development and implementation. Finally, quality assessment 

approaches reviewed, and a quality assessment method based on these attributes and the 

Analytic Hierarchy Process (AHP)  proposed and examined 

Another research[29] has been used the ALICE/AIML chatbot architecture as a platform to 

develop a range of chatbots covering different languages, genres, text-types, and user-groups, 

to illustrate qualitative aspects of natural language dialogue system evaluation. 

 They[29] have presented some of the different evaluation techniques used in natural 

language dialogue systems, including black box and glass box, comparative, quantitative, and 

qualitative evaluation. Four aspects of NLP dialogue system evaluation are often overlooked: 

"usefulness" in terms of a user's qualitative needs, "localizability" to new genres and 

languages, "humanness" or "naturalness" compared to human-human dialogues, and 

"language benefit" compared to alternative interfaces. They[29] have illustrated those aspects 

for their work on machine-learnt chatbot dialogue systems;  
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2.6. Implementing Chatbot in Sinhala 

 

Since we are going to implement our chatbot system in Sinhala, we have searched about the 

methods that can be used to archive our goal. 

One approach we have thought about is machine translation[30]. Machine translation is a 

challenging task in natural language processing. Out-of-vocabulary, handling proper nouns 

and technical terms are some significant issues which are common to all machine translation 

systems. This paper[30] presents a transliteration approach to machine translation from 

English to Sinhala. They[30] have used finite state automaton to develop transducers for 

English to Sinhala transliteration. This approach[30] can transliterate the text in original 

English and Sinhala words that are written using English letters. The transliteration system 

has been developed using SWI-PROLOG and prologue server page (PSP). English WorldNet 

and Sinhala Chatbot are used to test the transducers, and reasonable results achieved.  

In addition to translation, the other option we have is to implement and train the chatbot in 

Sinhala using a rule-based method. In order to use this approach, it is critical to handle the 

Sinhala language. Identifying syllables will be very important. 

There is a paper we have found which presents a study of Sinhala syllable structure and an 

algorithm for identifying syllables in Sinhala words[31]. After a thorough study of the 

Syllable structure and linguistic rules for syllabification of Sinhala words and a survey of the 

relevant literature, a set of rules was identified and implemented as a simple, easy to 

implement the algorithm. The algorithm was tested using 30,000 distinct words obtained 

from a corpus and compared with the same words manually syllabified. The algorithm 

performs with 99.95 % accuracy.  
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Chapter Three 

 

Problem Analysis and Methodology 

 

In this section, all the steps carried out in each approach to find solutions to the research 

questions will describe. In order to find the solution to our research question we mainly focus 

on implementing a chatbot which use the Sinhala language as the communication language to 

help train passengers to retrieve information about Trains such as time table, ticket price and 

reservation facilities. In this section, we mainly focus on describing the method we have used 

on implementing a domain-specific Chatbot in Sinhala. 

In section 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6 describe the methodology we use to find the solutions 

for the subquestions mentioned in section 1.2. 

 

3.1.  Problem Analysis 

 

A chatbot (also known as a talkbot, chatterbot, Bot, IM bot, interactive agent, or Artificial 

Conversational Entity) is a computer program which conducts a conversation in natural 

language via auditory or textual methods, understands the intent of the user, and sends a 

response based on business rules and data of the organisation. 

The idea of chatbots appeared first in the 1960s. However, only after more than half a century 

passed we can confess that the world is ready for their implementation into the real life, being 

a result of the rapid progress in natural language processing, AI, and the global presence of 

text messaging applications. 

The tendencies in communication technologies indicate that text communication became a 

socially acceptable form of personal interaction. People increasingly prefer chatting rather 

than personal contacts or even making phone calls. 

All the technology high rollers have created open platforms and interfaces for the chatbot 

acceptance by society to pass easier and faster. Microsoft, Facebook, Google, Amazon, IBM, 

Apple and Samsung,  they all have worked to create their chatbots. 

Siri was introduced in 2010, IBM Watsons started in 2011, the pilot version of the Bixby 

Samsung voice assistant appeared in smartphones in 2012. Alexa have been learning to 

answer the questions since 2014, and the Google Assistant had gained its modern shape in 

2016. 

It is 2018 now, but still, the majority of these chat systems are available in the English 

language. Therefore people who do not speak fluently in the English Language, cannot use 

these chat systems due to the obvious reason for the Language barrier. The language barrier 
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has been an issue not only for communicating with the Chatbot system but also contributing 

to the discovery of knowledge by the persons whose mother tongue is different from English. 

The foundation of conducting this research in order to address our primary purpose is to 

develop a Chatbot system which is used the Sinhala language as the communication 

language.  

 

3.2. Methodology 

 

Create a conversational user interface between users and information assistant (Bot) in order 

to provide information based on user requirements. The primary objective behind this 

approach is to understand user-required information and provide the ideal answers 

considering various user circumstances. 

Chatbots can divide into two groups: scripted and AI chatbots. The first group describes 

chatbots that can conduct a guided conversation; however, their actions are limited by rules. 

Scripted chatbots are widely used in customer service as they are a safe tool that can interact 

with clients according to a planned scenario. 

When it comes to AI chatbots, they represent more advanced technology. They can 

understand more than scripted bots and can deal with notions they were not prepared. In this 

section, we are describing the methodology we have followed in implementing an AI chatbot 

which uses the communication language as the Sinhala language. 

 

3.2.1. Data Collection 

 

The standard process of the data collection is to collect data from various chat applications 

which are already available online. Most of the companies have made these substantial 

conversational data sets freely available.  

However, in this case, we would not be able to use the same approach. Because since we 

need data in the Sinhala language, there are no data sources we can collect appropriate data. 

Therefore we have used the survey method to collect data from the daily train travellers.  

Apart from these data sets some amount of data can be collected from the dialogue 

management systems and translated them to Sinhala as well.  

 

3.2.2. Data Cleaning 
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Since we have collected data directly from end-user data was not formatted. This data 

collection had garbage data such as Sinhala text written using English alphabet letters; 

Sentences contain a mix of both Sinhala and English words, incomplete sentences. 

Because of the reasons mentioned above, we had to use a data cleaning process. This process 

includes the following steps. 

1. Remove sentences which contain words which were written in other languages 

except for Sinhala. 

2. Remove incomplete sentences 

3. Remove data which is not related to the domain 

Since there was no any tool implemented to support the above-mentioned cleaning steps in 

the Sinhala language, we were conducted manually.  

 

3.2.3. Data Preprocessing 

 

In order to prepare the data to be used in NLP service, we need to format the collected data 

set properly. In this research, we have created data in JSON format. 

 

 

Figure 2: Structure of the training data file 
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Figure 2 illustrates the structure of the Training data file we have created by using the 

collected data set. This file contains the user quarries about the train information, and we 

have identified the entities inside those files depending on each intent classification group.  

We have created a separate folder structure for the training data set. In this folder set, we 

have created a separate folder for each intent classification group. Initially, we have identified 

three main intent groups.  

1. Greetings 

2. Search Train 

3. Search Info 

4. Ticket Price 

5. Other 

In each folder we have created for Intent group had contained JSON file which contains data 

sets formatted according to the structure as mentioned above. 

Query section contains the questions we have collected from the Train passengers. Then we 

have identified the entity set which was necessary for knowledge identification about the user 

query. All the entities we have identified has assigned to a separate parameter, and the whole 

set of entities has assigned to a parameter named ―entity‖. 

Since we were unable to find the prior formatted data set, we have to format all the data we 

have collected manually.  

3.2.4. Implementation of Sinhala Chat Bot 

 

This system designs to answer simple questions with the domain of Train Information. 

Currently, there are several platforms which can be used to implement Chatbots. However, 

most of them are created only to support the English language. 

Implementing a Chatbot can be divided into several steps.  Figure 3 illustrates the high-level 

structure of the Proposed Chatbot system. The entire system has been developed using Java. 

This system is designed to work on the client-server model. All the controllers, Servers, Data 

Source connections and Engines are available in the server side. Client-side can connect to 

the Server side through the Network. In this research, we are mainly focusing on the 

implementation of the Server side. This chatbot application can implement as a Web service 

architecture.  

The user can be sent their queries as a request to the Server. Hander in the server side read the 

request from the client side and sends it into the NLP Service for the Intent Classification and 

Entity identification. NLP Service will identify the knowledge which is required to generate 

the appropriate response. Response generation will be done by the Response Service together 

with the Data Service. The Controller has controlled all of this process. It had managed the 

connection between NLP Service, Response service and the Data service. 
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Figure 3: Structure of the Chatbot system 

2.2.5. NLP Service 

 

NLP Service is the place where read the user queries from the handler and identifies the 

appropriate knowledge which required to generating a suitable response. The first step of 

Knowledge identification is Intent classification.  

3.2.5.1. Intent Classifier 

 

The intent classifier has been implemented to identify the intent of the user query or request. 

There are several third-party libraries available for this purpose, such as IBM Watson, 

Dialogue Flow, RASA NLU, WEKA Stable java library. Any of these libraries has not been 

supported for the Sinhala language. Therefore we have decided to implement the Intent 

classifier from the sketch.  

Intent classification is also similar to Text Classification. We have selected the Naïve Bays 

classification algorithm for the Intent classification.  

We have used the Naïve bays text classification system implemented for the Chinese 

language[32]  Modify it in a way to use for the Sinhala language.  
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The naïve Bays classification algorithm 

 

Naïve bays algorithm is based on Bayes‟ theorem. 

 

Bayes’ Theorem 

 

 

 P(A|B) = conditional probability of A given B  

 P(A) = priory probability of A  

 P(B) = priory probability of B  

 P(B|A) = conditional probability of B given A  

 

We can write the equation as follow, 

 

Naïve Bays assumption: 
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Which gives the Naïve Bays classifier 

 

Figure 4: Equation of Predicting the label 

We use his classification theorem for text classification[33] [34]. Because it is pretty fast, it can 

handle a large number of features (words), and it is effective[35].  

 

Training of Intent Classifier 

 

Next step of this research was to Train the Intent classifier and create a model to use for 

Intent classification. For this training process, we were using data collected in section 3.2.1 

and formatted in section 3.2.2 and 3.2.3 

The Intent Classifier we have implemented had been created a data objects from the training 

data set we have created in JSON format. Then part of speech is used to filter noise words. 

We have removed stop words, and unwanted symbols from the data set. If the word 

segmentation does not provide part-of-speech tagging Function, the default can be all labelled 

n, and then use other filtering methods. At the end of the training, the model file is generated 

into a separate location in the project. 

Figure 7 is a sample of a model file generated by the Naïve Bayes classifier which was 

trained for two intent classification groups such as Greeting and Search Train 
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Figure 5: Structure of a model file generated from Naive Bayes classifier 

Intent Classification 

 

After training the Intent classifier, the generated model can be used for intent classification. 

We have used the equation mentioned in Figure 6 to predict the Intent group. Valued required 

for the calculation was taken from the generated model file. 

By using this process, we were able to categorise the queries sending by the user according to 

their intent. This categorisation has used in the next steps to identify the knowledge and also 

for generating an appropriate response. 

 

3.2.5.2. Entity Identification 

 

AI chatbots owe their skill to NLP (natural language processing) that examines human speech 

and makes use of knowledge about sentence structure as well as the machine-learned pattern 

recognition. Chatbots can connect human speech with the intent they were equipped with, 

and that helps them to find answers and deliver a speech that sounds as humans produced it. 
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Entities (slots) are data buckets used in conversations. Entities are the fields, data, or words 

the developer designates necessary for the chatbot to complete a task: a date, time, person, 

location, description of an item or a product, or any number of other designations. 

In order to identify the knowledge inside the user queries, it is necessary to implement an 

Entity Identifier during the implementation of Chatbots. In this research, we have 

implemented a simple Entity Identifier. Challenge was to identify the Sinhala words and 

extract the entities from the received sentences. 

We have generated an entity model by using the training data.  

 

 

Figure 6: Entity Model 

A sample of the generated Entity model file is in Figure 8.  

When a client sends a request with the user query, what we are doing first is to identify the 

Intent of the query. Then it was sent to the Entity Identifier. Entity identifier chooses the 

Entity model created for the corresponding Intent. Next step of the Entity identifier is to read 

the Entities in the model one by one and check which entity is available in the user query/ 

info.  

For each intent, we have created the criteria object, which can store all the necessary 

knowledge for response generation.  
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Figure 7: Structure of the Entity Identifier 

3.2.5.3. Response Generation 

 

Once the chatbot understands the user‘s message, the next step is to generate a response. In 

this research, we have used the Rule-based approach to generate the response. There are two 

types of responses generated by a chatbot. 

1. The answer to the user with an appropriate message 

2. Asking for some more data from the User. 

Intent and identified entities parsed to the Response generator as inputs. By using those 

entities, Entity identifier has created a Criteria object, and it will be passed to the response 

generator. Separate ruler sets have implemented for each intent group, and according to the 

rules, the response will be created.  
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Figure 8: Process of Response generator 

Figure 8 illustrates the process of the response generator including inputs and outputs.  

When generating the response, we had to consider about few important points in order to 

keep the chatbot similar to the human-human conversation. In order to archive this goal, we 

have added some functionality to the system proposed with this research. Random response 

selector and Conversation Management are implemented to add this functionality to the 

system. 

After getting user queries with its intent and entities, Response generator will check all the 

necessary information are available to generate the response according to the intent. If it has 

no sufficient information, Response generator will generate a separate response with asking 

missing information. When the system received missing information, it is required to store 

the existing information. For this purpose, we have implemented a conversation management 

system to store all information users sending to the system, and also it will store all the 

response system has given. Until the conversation session gets killed, these data will be 

stored in an object level storage, and at the end of the conversation, all the user queries and 

responses will be stored in a database.  

In this research, we were able to implement the chatbot which can give random responses for 

the queries in the same intent. After receiving the intent and the entities, the response 

generator sent information through a set of rules and identifies the type of response which 

needs to send to the user. We have created a set of response templates for the response types. 

Since this was implemented in the Sinhala language, we have created those templates 

manually and store them separately for each response type. When the response generator 

identified the response type needs to be generated, it will calculate the random number and 

use this random number to select a response template. Then the system has added the 

appropriate values to the response template and sends the response to the client. 

During the process of response generation, the system needs to be retrieving some data from 

third parties such as in order to answer the queries like Train time table information; the 
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system needs to get data from the Sri Lanka railway department timetable. In order to retrieve 

that information, we have created a sample database which store sample data set of the Train 

time table and Train ticket prices.  

 

Figure 9: ER Diagram of the Database 
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Chapter Four 

 

Results 

 

The result of this research project, we were able to implement a simple chatbot system 

which was able to answer simple questions about Train information in the Sinhala language. 

In this research, we intended to propose a framework to create domain-specific chatbot 

supported for the Sinhala language. As the first step, we have created a chatbot for Train 

information using our framework. 

 

4.1. Collected Data set 

 

According to the method describe in section 3.2.1, we collect 7293 clean Sinhala queries in 

Train Information domain. It includes Greetings, queries about the train time table, train 

availability, ticket prices, reservations. From the above data set, we have to kept 1/10 data for 

evaluation and other data used for Training 

 

4.2. The result of Intent Classifier 

 

We were able to implement an intent classifier using naïve Bayes classifier to support for the 

Sinhala language texts.  

Initially, we have developed the naïve Bayes classifier for four intents. Moreover, for four 

entities classifier gives 84.14% accuracy. This accuracy was calculated using 306 test queries 

representing all four intent categories. We assumed that when the number of intents is 

increasing, accuracy will also get reduced but with using more training data to train the model 

will increase the accuracy of the classifier.  

We have trained the system using 3819 texts in SEARCH_TRAIN intent, 70 texts in 

GREETING intent, 7175 texts in SEARCH_TICKET_PRICE intent and 40 texts in OTHER 

intents. The result of this training of Intent classifier is to generate a model contain a word 

with their frequencies probability for each intent. Figure 5 is an image of a sample model file 

generated from the Intent classifier 

We have used this model to identify the intent of the user query or information. 

 

  



 

 Page 29 

 

4.3. The result of the Entity Identifier 

 

Entity identifier will also create a model during the training of the model. This model 

contains entities that can be identified in the training data set. Separate models were created 

for all intents. Figure 6 is an image of a sample model generated for SEARCH_TRAIN 

intent. It contains the value and the parameter of the criteria. By using this model, the system 

was able to identify the entities contains in the queries sent by the client, and it will create a 

criteria object which is related to the particular intent and assign the values to the object.  

Entity Extractor model was trained using 641 queries from SEARCH_TRAIN intent, 337 

queries from SEARCH_TICKET_PRICE intent and 35 queries from GREETING intent.  

Accuaracy of the Intent identifier was calculated using a test data set which contains 298 test 

data representing all four intents. Implemented entity identifier gives 79.94%.accuracy for 

four intent groups which was tested using above mentioned test data set. 

 

4.4. Results of the Chatbot 

 

In this research, we were not focusing on implementing a client-side or a user interface. The 

main focus of our research was to implement a framework which can be used to implement a 

Sinhala domain specific chatbot. 

As a result of this approach, we were able to implement a chatbot which can answer simple 

queries related to the Train information domain.  

 

 

Figure 10: Response generated by the system 

 

Since we have not implemented a user interface, we have tested the project in the terminal as 

a basic java project. This system was able to generate responses in random formats. 

 

When considering the accuracy of the system, the ultimate accuracy of the chatbot sytem is 

depending on the accuracy of the Intent identification and Entity extraction of the user 
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queries. By using the accuracy calculated for the intent Identifier and the Entity extractor 

following confution metrix can be generated. 

  Naïve Bays intent classifier 

  Positive Negative 

Entity Extractor Positive 231.0 16.0 

Negative 26.0 25.0 

 

Above values calculated over 298 test data. Based on the table, the ultimate accuracy of the 

intent classifier and the Entity extractor is 77.52%. 
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Chapter Five 

 

Validation and Evaluation 

 

Evaluation of the developed implemented conversational interface can be obtained by 

defining a series of user statements and measuring to which level the conversational assistant 

accurately identifies the user's intentions. The evaluation criteria can be further extended to 

measure whether the information assistant succeeds in providing relevant information in 

order to satisfy user Requests. 

Different mechanisms are used to evaluate Spoken Dialogue Systems (SLDs).  Turing test 

can be used to evaluate the chatbot systems. A Turing test, which evaluates the ability of the 

machine to fool people that they are talking to a human. In essence, judges are allowed a 

short chat (10 to 15 minutes) with the chatbot, and asked to rank them in terms of 

―naturalness‖. In order to use the Turing test to evaluate the chatbot is not a very simple task. 

Setup a Turing test is a huge task, and it is a very costly task. Therefore we have decided not 

to use the Turing test for the Evaluation. 

Since we have implemented the Chatbot from the sketch, we have decided to evaluate each 

step separately and finally carrying out manual testing for the overall chat bot system. 
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Figure 11: Chatbot response generation process 

According to the above diagram of the system, we were able to identify two places which can 

evaluate, NLU component (Entity and Intent extractor) and a Message generator. 

 

5.1. Evaluate Entity and Intent extractor 

 

For the implementation of Entity and Intent extractor, we have used a Naive Bayes 

classification algorithm, which is a well-known test classification algorithm.  

We have grouped the collected data into two groups as training data and testing data. We can 

train the naive bays classifier using trading data set and generate the model for the intent 

classification. Then we can use the testing data set for the evaluation. We can calculate the 

accuracy of the algorithm which has been trained using training data. 

 

For any data set we used to test the model we can build a confusion matrix:  

– Counts of examples with:  

– Class label ω j that is classified with a label α i 
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Figure 12: Confusion Matrix 

TP: True positive (hit)  

FP: False positive (false alarm)  

TN: True negative (correct rejection)  

FN: False negative (a miss) 

 

Figure 13: Confusion Matrix of the Intent Classifier 

Figure 13 is the confusion Matrix of the intent classifier for two intents. We assumed that the 

accuracy would be reduced when the number of intent get increased. This calculation was 

done using java unit testing.  

 

5.2. Evaluate Message Generator 

 

In order to evaluate the Message generator, we used manually setup testing data set as similar 

to the above step. The difference of this step is that the message generator can dynamically 

change the reply of the message. Therefore we had to consider this dynamic behaviour during 

the calculation of the accuracy of the message generator. 

The result of this step also similar to the intent classifier. 
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5.3. Manual Testing of Chatbot 

 

Since it was hard to set up a Turing test, we have decided to test the overall output of the 

chatbot system manually.  

We have used a set of question which can be asked from the chatbot and test whether it is 

providing the correct information. 

We mainly focused on identify the user query and the extraction of the knowledge from the 

user queries.  

A set of 298 queries is prepared as a test set representing all the 4 intents and tested against 

the classifier and the entity identifier. Based on the results obtained by the intent classifier the 

accuracy is determined. 

 

                          Naïve Bays classifier 

 

 

Intent Identifier 

 Positive  Negative 

Positive True Positive True Negative 

Negative False Positive False Negative 

 

Based on the table, the ultimate accuracy can be calculated. 

During the above process we have created a test data file which has a similar structure as the 

training data set created for the Intent extractor.( Figure 2: Structure of the training data file ) 

We have created a unit test to compare the intent identified by the Intent identifier and the 

intents defiened in the test data set. 
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Chapter Six 
 

Conclusion and Future Work 

 

In this section, we describe the main contribution of our research and possible future 

improvements.  

In this research, we were able to create a framework that can be used for implementing 

domain specific Chatbot systems for the Sinhala language. By using this framework, we have 

implemented a Sinhala chatbot for Train information domain.  

In this approach, we have not used any of the third party libraries for any NLP purpose. The 

reason is that most of the libraries do not support the Sinhala language or Unicode. We have 

used the neural network approaches for NPL service implementation. Therefore it was not 

required any knowledge about Sinhala grammar. We used only stop word list, corpus and 

prefixes and suffixes only. These data were taken from the Language Technology Research 

Library(LTRL) [36] of UCSC.  

The main part of this implementation is the NLP Service. In addition to the NLP service, we 

have added Data Service, Controller, Handler and Conversation Management sections. Data 

service is used for handling database connections, data read and write to the Database. 

Handlers and controllers are implemented to manage the flow of the system and to manage 

the relationship between separate sections in this framework. Conversation Management was 

implemented to store the conversation detail in an object level storage and also at the end of 

the conversation it will store the requests and responses in the Database.  

NLP Service contains three sections, Intent classifier, Entity identifier and Response 

generator. The intent classifier was implemented using text classification methodology. We 

have used the naïve Bayes algorithm for this implementation. Since it was supervise learning 

it was implemented to work as two parts, Learning and Classification. During the Training 

process of naïve Bayes classification, it generated a model file including all the information, 

and it is used for the classification process. 

Entity identifier was also implemented under Neural Network supervised learning. During the 

process of learning of Entity identifier, it generated a model, and this model was used for 

knowledge identification of the user query. 

Response generator is the place where the appropriate response was generated. It will take the 

inputs from intent classifier and entity recogniser and identified the knowledge inside the user 

query. Then it was generated the appropriate response for the user query. Response generator 

was able to generate answers in random patterns, and this functionality was implemented by 

using a random response selector.  

We have proposed to implement this system as a client-server approach. However, in this 

research, we have implemented only the server side. We were not focusing on the 

implementation of the user interface because our main focus was to proposed a framework 
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that can be used for implementation of Domain-specific Chatbot systems for the Sinhala 

language.  

This system was able to answer simple questions related to the Train information such as 

Search train time table, Search train ticket prices, reservation methods. Our main focus was to 

correctly identify the intent and the knowledge inside the user query which sending in the 

Sinhala language.  

Further work of this research includes expanding this chatbot to answer more complex 

questions. It required training the system with more data in different intents. When the 

number of intents is getting increased, we assumed that the accuracy of the intent classifier 

would be reduced and we need to improve the preprocessing part of the intent classifier as 

future work. 

 This Chatbot system was implemented for Train information domain, and this system and 

the code base will not be suitable for other domains. Therefore as a future work of this 

research, we hope to implement a chatbot system using the proposed framework from this 

project to use generally for any domain.  

We can further improve the intent classifier we have implemented using the naïve Bayes 

algorithm as a general intent classifier to train with Sinhala text in any intent in any domain.  

In this project, we have more focusing on implementing the Chatbot to identify the intent and 

the knowledge, and we did not consider the user interface and the accuracy of the response. 

Therefore implementing this framework as a REST full service and implementation of a User 

interface for this system will be future work. Moreover, also implement the response 

generator with real data to generate a more accurate response will be future work.  
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Appendix 

 

Intent Identification 

Naïve Bayes Algorithm - Training 

 

Figure 14: Train the Intent classifier 

  

Feature Selection 

 

Figure 15: Naive Bayes Feature selection 
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Create Feature Map 

 

Figure 16: Feature Map for Naive Bayes classifier 
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Figure 17: Naive Bayes Knowledge Base - Store Feature and categories 

Naïve Bayes Bernoulli model 

 

Figure 18: Naive Bayes Bernoulli model 
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Generated Naïve Bayes model for two intents 

 

Figure 19: Naive Bayes training result model 
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Calculate Statistics by Naive Bayes Learner 

 

Figure 20: Calculate probabilities 

 

Intent Prediction of Intent classifier 

 

Figure 21: Intent classification 
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Evaluation of Intent classifier 

 

Figure 22: Accuracy calculation of Intent classifier 
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Entity Identifier 

Training Data set for Entity Identifier 

 

Figure 23: Training Data file 
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Entity Identifier Training 

 

Figure 24: Train the Entity Identifier and Create data for the Entity model 
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Result model of Intent identifier Training 

 

Figure 25: Sample data of Entity model 
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Entity Identification 

 

Figure 26: Identify intent and send values to generate Entities 

 

Figure 27: Generate Entities for Search Train Intent 
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Figure 28: Create criteria object with identified knowledge 

 

Response Generator 

Format Criteria data 

 

Figure 29: Format Entity parameters for response generation 
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Generate Answer in Rule based approach 

 

Figure 30: Generate answer 
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Random Response selector 

 

Figure 31: Select Random response template and assign values to the template 
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Conversation Manager 

 

Figure 32: Flow of a single conversation 

 

Context Management 

 

Figure 33: Context Management 
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Figure 34: Save data to Database 

 

 


