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Abstract

Music melody is a sequence of music notes which are arranged in a musically sat-

isfied manner. There should be a scale for each melody performance. A particular

music scale has a set of ‘related notes’, and therefore, a melody consists of a set of

scale satisfied notes. However, when ‘the scale un-related notes’ occur in the note

sequence, it will provide less pleasant melodies. These ‘uncommon’ notes are the

situations which refer as the ‘anomalous note’ in a particular melody. It is a major

concern in the context of ‘melody evaluation’.

In this study, a novel approach is proposed to detect anomalous notes changes of

musical melodies. The proposed model is focused on to have two phases. Within

the first phase, melodies are processed to have their pitch estimations. The steps of

feature extraction and fundamental frequency estimations are involved in the first

phase. After the pitch estimation, a note event model is employed with the appli-

cation of Long Short Term Memory (LSTM) neural network for the detection of

‘anomalous note changes’ regarding the estimated pitch values of sampled melody

signals.

The proposed model is designed to focus on unknown monophonic melodies, which

is the simplest type of musical texture and was able to have 69% overall accuracy

for the used dataset.
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Preface

An anomalous note change detection approach for unknown monophonic melodies

is provided here in this dissertation. This approach is designed to have an accu-

rate way of anomalous note change detection with two main phases which involve

signal processing and machine learning aspects together. The overall analysis of

this provided design is entirely my own work. It uses the theories and algorithms

in signal processing which were found there in several places in the literature. I

used a previously collected data set with the permission of that research group and

I already collected some new data samples to that existing data set as well. An

approach for anomalous note change detection of music melodies has not provided

as a combination of several musicological approaches in any other work in the do-

main of musical content analysis.
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Chapter 1

Introduction

Music is a creative way to express the emotions of human beings as a combination

of vocal and instrumental sounds. It is a type of language which is common for

everyone in the world. People are tending to try new music creations all over the

world. Today, it becomes popular with the usage of modern technologies.

Everyone has tried to hum a song even without the domain knowledge of music.

Also, some people are trying to play musical instruments without prior knowledge

of music. They may try their own new experimental creations as well. For these

situations, it is necessary to have some sort of evaluation process for their new

melodies. To address this, we can find several applications which provide the abil-

ity for users to have their own musical creations. Automatic melody evaluation is

an important fact to be considered in such applications, especially for musically

untrained users.

When we try to have an automatic singing skill evaluation or any other kind of

automatic music melody evaluation, we must perform various technical approaches

to classify the input melodies according to their performance. However, ‘the auto-

matic melody evaluation’ process depends on a set of decidable facts such as the

features which we are using for the evaluation process, the noisiness of the input

melodies, anomalous note changes in the singing/playing melodies, fold responses

of melodies, etc.

The ‘effect of anomalous note changes’ is a major concern for melody evalua-
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tion. Thus, this approach proposes an automatic way to determine anomalous

note changes in the context of unknown monophonic melodies which suggests an

improved way for melody evaluations.

1.1 Background to the Research

Human listeners are already able to identify musical sounds easily, even without

any pre-known formal domain knowledge of music. But, only musically trained

users are sensible enough to identify some out-pitch singing, variations, and other

harmonies during any kind of singing. When the basic features of acoustic sig-

nals are considered, such as pitch, loudness, duration, and timbre, they are easily

perceived and further processed to constitute musical concepts such as melody,

rhythm, and harmony.

Melody evaluation is a process of figuring out a set of feasible features and making

decisions about them according to the structure of the music. According to the

focused set of features, evaluation results can be classified as ‘good’ or ‘poor’. For

the process of feature extraction, we have a large collection of music features such

as pitch, vibrato, tempo, etc. But it is challenging to handle the interaction of

these music information facets for such kind of evaluation of a melody. In the liter-

ature, they have already encountered this issue as ‘The Multifaceted Challenge’ [1].

In order to come up with a final music creation as a complete song, it should be

a combination of at least a single vocal melody and some instrumental melodies.

The sound which consists of a particular pitch and a duration is referred to as

a musical ‘note’ whereas the sequence of notes arranged in a musically satisfying

manner is referred to as the ‘melody’. When a particular melody is consisting

of only one singing voice (single vocal melody) or only one instrumental melody

(single instrumental melody), it is called a ‘Monophonic Melody’. When a melody

does not have its beat arrangement or previously estimated facts, it is called an

‘Unknown Melody’.
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Notes can be identified as the fundamental units in a music melody. Each note has

its own duration and a pitch, which is an identifiable fact that refers to a single

sound in the complete range of sound. Simply, these set of notes consists of differ-

ent keys which can be named as C, D, E, F, G, A and B. Apart from these major

keynotes there are five other note keys (C\/DZ,D\/EZ,F\/GZ,G\/AZ,A\/BZ), which

called as sharp (\) notes or flat (Z) notes. These twelve notes together perform the

chromatic scale of the music. Each and every melody should include a set of these

distinct notes in different octaves, according to the scale of the melody.

While a process of performance evaluation of any melody has encountered, it will

occur some patterns or any other rhythm of notes within that particular melody.

But when non-musicians/musically untrained users are trying to have their own

melodies, they may have some unnecessary note changes in their performances.

However, in some occasions, even the musically trained users may have some am-

biguous note events in a melody which lead to having anomalous note changes.

Therefore, there may be some unclear/unpleasant states in that particular melody.

However, identifying these kinds of effects is not a simple task.

1.2 Research Problem and Research Questions

1.2.1 Problem Statement

As mentioned in the previous section, music melody is a collection of notes which

are arranged in a musically satisfying manner. Therefore each melody should have

a pattern of notes according to its pitch, chord and the scale. Thus, within this

note arranging, there may be some situations which are uncommon and ambigu-

ous regarding the pitch, chord and the scale of that particularly considered melody.

If we consider melodies which include those type of anomalous notes, there is a

probability of falsifiable results in melody evaluations. Also in melody transcrip-

tion, these ambiguous situations lead to some false note key detections. The ambi-

guity occurs because of the harmonic and variations within the melodies. Note that

all ambiguous situations in a note sequence can not consider as anomalies because
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of the involvement of harmonies and variations. Therefore identifying anomalous

notes changes and their effects, involves a valuable step in melody evaluations in

the context of music content analysis.

Figure 1.1: Example of a common and uncommon three-note sequence in C major

As an example, in Figure 1.1, two identical three-note sequences are represented

in the C major scale. The first three-note sequence represents the notes C,D, and

E while the second three-note sequence represents the note sequence as C,D, and

EZ. The difference between these two sequences is just a semitone in the last note.

But within the C major scale, EZ note is not an common related note. Thus, this

situation can be considered as an anomalous note event in the context of considered

music scale.

1.2.2 Research Aim

This research is mainly focusing into conduct an anomaly detection approach

for unknown monophonic melodies, by identifying the effects of uncommon note

changes in melody performances evaluation.

1.2.3 Research Questions

How to detect anomalous note changes that affect the overall perfor-

mance evaluation of melodies?

• How do anomalous note changes affect the overall performance of a melody?

• How can one define the anomalous note changes in the sense of uncommon

note occurrences in a melody?

• What are the approaches that can be used to detect anomalous note changes?
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1.2.4 Research Objectives

• Identify the limitations of overall performances among unknown monophonic

melody evaluations, regarding anomalous note events

• Identify the note events which can be identified as anomalies within the note

sequence of a melody

• Apply appropriate technical approaches to determine the anomalous note

events in unknown monophonic melodies

1.3 Justification for the research

Research approaches for anomaly detection in music melodies are not a well-defined

topic in the literature. In a similar content, what can be found in the literature is

melody transcription. Melody transcription is the process of converting an audio

recording into a musical score or a similar representation. In literature, there are

several studies in melody transcription for the different types of melodies. However,

because of the hardness of accurate note detection, it has also become an emerging

research area. Identifying anomalous note changes is also an important fact due to

the note estimations with score information in melody transcription.

As there are limited forms of information that may be available with the extracted

features, it is hard for human listeners to analyze an audio melody performance.

Thus, an automatic way of performance evaluation gives a value to the musically

interested users. If there is a well-established way to detect anomalous note changes

in a melody, then there is a chance to enhance the melody evaluation process to

have a more reliable classification.

Therefore, conducting an approach for anomalous note change detection in un-

known monophonic melodies is an important research area in the domain of com-

putational music content analysis. As a computer science related approach, this

proposed methodology will involve different computer science aspects such as ma-

chine learning, signal processing, etc. with several theories, models and algorithms.
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1.4 Methodology

This study is following a quantitative research methodology, which is mainly go-

ing to conduct in the domain of audio signal processing. Within the scope of this

research project, vocal melodies and single sound instrumental melodies are consid-

ered as unknown monophonic melodies, which involves signal processing techniques.

Input Melody

Feature Extraction

Fundamental Frequency Estimation

Pitch Detection

Note Event Estimation

Anomaly Detection

Figure 1.2: Main steps of the approach

As the most fundamental stage of this research, the feature extraction phase is

involving the quantitative data analysis of a particular set of signals. Signals of

audio melodies are processed to determine the fundamental frequency and the pitch

estimations for a particular melody. This stage involves a set of well-defined signal

processing techniques and the extracted quantitative features are then processed

to introduce to the following stages for further enhancement.

Within the note detection stage, the decisions have been taken regarding the

anomalies of note events. This phase is mainly focusing on predicting notes by

figuring out the scale related patterns of melodies. This prediction model is used
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to detect the anomalies in the sequence of notes in the melody which has been ex-

posed using the previously enhanced input signals and extracted data. Therefore,

a neural network based method has proposed in the process of anomaly detection.

As the evaluation of this research, this uses a dataset of monophonic melodies

and the decisions have been taken to identify the more generic anomaly types of

melodies. Generally, the proposed approach is mainly following the steps that

stated in Figure 1.2 and the research has designed to follow these basic steps

through different phases. Details of the entire research design is described in Chap-

ter 3.

1.5 Delimitation of Scope

Since this anomaly detection process is a combination of several music content

analysis tasks, this methodology have limitations to be considered as follow.

• Only unknown monophonic melodies (majority of vocal melodies) are con-

sidered

– Monophonic melodies are the simplest texture among three different

textures in music1. Though, analyzing unknown monophonic melodies

as the simplest texture of music is the initial step of conducting an

anomaly detection approach in any kind of melody.

• Only the major scale melodies are considered

– All the types of scales in music can be divided into two main groups as

‘major scales’ and ‘minor scales’. However there are intersections be-

tween some major and minor scales as well. For an instance, both the C

major scale and A minor scale have a same set of related notes. There-

fore, only the major scale melodies are considered into this approach as

they do not involve complex note combinations within melodies.

1Three textures in music are Monophonic, Homophonic and Polyphonic.
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• A pitch-based melody evaluation has applied with limited features

– In the context of anomalous note event detection, it only needs to ana-

lyze the pitch estimations in order to identify note occurrences. Though,

pitch-based evaluations are the only needed type of approach it should

follow. Also among pitch-based melody evaluations, it needs to figure

out only the needed features related to the note event identification.

• A predefined rule set has applied to define anomalies

– Anomalous note events are defined based on their relatedness to the

scale of the melody. Therefore decision about the anomalies should be

taken under the scale of particular melody. For this, a rule set is needed

to be followed for each type of scale.

• Only some parts of ‘Melody Transcription’ (not the whole process) has been

processed through the design

– Melody transcription involves a complete process of converting melodies

in musical notes (score information) regarding all the pitch estimations,

temporal estimations and timing. The process of anomaly detection

only needs to follow the pitch estimations without any other temporal

and timing related information.

1.6 Definitions

When a particular melody is consisting of only one singing voice (single vocal

melody) or only one instrumental sound (single instrumental melody), it is called a

‘Monophonic Melody’. Thus in this study, a single type of vocals and a single type

of instrumental melodies are considered under the term ‘Unknown Monophonic

Melodies’.

Through out this dissertation, an anomalous note event is defined as a scale unre-

lated note occurrence of a melody.
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1.7 Outline of the Dissertation

This introduction chapter was organized to give an overall idea to the research

domain and the remainder of this dissertation has been organized in the following

ways.

Chapter 2 lays out the literature review for the background study and related

work with outlined theories and other concepts. The intention of this review is to

identify the gaps among the related works done in several places.

Chapter 3 describes the overall research design and further explanations. Com-

ponents of the research design has analyzed and the justifications for the selected

methodologies and designs has also explained in Chapter 3.

Chapter 4 includes the implementation details of the desired design with the dis-

cussions of the used technologies and algorithms.

Chapter 5 presents the results for the evaluation process of the desired design.

These results has analyzed with the details of the evaluation criteria for the better

explanations.

Finally, Chapter 6 concludes the overall work done through this research with

a summary of the work carried out. It follows the suggestions to the future work

for further enhancements of the proposed approach.

1.8 Conclusion

This chapter analyzed the foundations for the dissertation. It introduced the re-

search problem and the domain, research questions and hypotheses. Then the

research was justified and the definitions were presented. The methodology was

briefly described and justified with the details. The scope and the limitations were

given regarding the problem domain. Finally, the outline of this dissertation was

presented to the reader.
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Chapter 2

Literature Review

Anomaly detection of unknown monophonic melody is actually a combination

of several computational music-content analysis such as singing skill evaluation,

melody transcription, music note detection and computational anomaly detection

methodologies. In the context of unknown melodies, it also involves a way to iden-

tify the anomalies of melody note sequences. Therefore, the literature review was

conducted in several stages in the computational music-content analysis.

Since the main aim of this proposed approach is to detect the anomalous note

changes in music melodies, the anomaly detection approaches should be combined

with appropriate note detection approaches. In the literature, there are no such

applicable anomaly detection techniques to follow with the music melodies.

Instead of that, there are several probabilistic models for note events which are

defined to automatically identify the non-precise and unambiguous note events

during a melody. Actually, that seems to have some replacement for bad occurring

note events.

But in the context of anomaly detection, there are several methodologies to follow

with computational analyzing. In real computer applications, anomaly detection is

considered as a science. Depending on the type of analyzing data, there is the op-

portunity to follow the suitable techniques within this large collection of methods

[2]. Therefore, anomaly detection of music melody should be a combination of the
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applicable anomaly detection approaches with the note event detection approaches.

Because of, it is hard to find that kind of combined methods in the literature,

this review has followed in three categories (singing skill evaluation, note detection

and melody transcription, and anomaly detection) to identify the most appropriate

approaches and their applicability for the connectivity of each phase.

Section 2.1 of this chapter discusses related theoretical aspects of the musical ter-

minology according to the domain of this research. Section 2.2 reviews the singing

skill evaluation approaches in-order to identify the melody evaluation process. Sec-

tion 2.3 and 2.4 reviews the methods used in note event detection and anomaly

detection respectively. In Section 2.5, the applications of anomaly detection anal-

ysis are surveyed.

2.1 Musical Terminology

Music notes are the most fundamental units in music. A single note represents the

sound which consists of a particular pitch and a duration. Pitch is the position of

a single sound in the complete range of sound. As mentioned in the background

section of previous chapter, there are mainly seven major key notes in music which

can be named as C, D, E, F, G, A and B.

The pitch difference between two notes is referred to as an interval. These in-

tervals with pitch frequency ratio 2:1 are called as octaves. Each octave is divided

into twelve notes in western music and it is referred to as the ‘Chromatic Scale’.

This twelve-note pattern defines the frequency of each note pitch using the equation

2.1.

f = 2x/12fbase (2.1)

In this equation, f is the frequency of the note pitch where the f base is the fre-

quency of a reference note. x is an integer offset from that reference note. Usually,

f base value is used as 440 Hz which denotes the frequency value of note ‘A’ in 4th

octave [3, 4].
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In here, x is the number of half steps (semitones) away from this reference note.

If the required note at a higher note, then x is positive. If the required note on a

lower note, then x is negative.

The intervals between the two adjacent note pitches are measured in semitones

[5]. This chromatic scale can be noted with sharp signs when ascending and flat

signs when descending. Sharp (\) raises the sound by one semitone and flat (Z) low-

ers the sound by one semitone. Figure 2.1 shows the twelve notes in the chromatic

scale.

Figure 2.1: Chromatic Scale of Western Music (A Single Octave)

For an example, suppose the frequency value of Note ‘C’ in 5th octave is needed to

be calculated. As it says, this Note C is in the 5th octave. But the Reference Note,

f base in Eq. 2.1 is in the 4th octave. Therefore, this Note C is located from three

semitones higher than the reference note. (Note A in 4th octave + 2 semitones =

Note B in 4th octave. Difference between Note B and Note C in consecutive two

octaves is also a semitone. Therefore, Note B in 4th octave + 1 semitone = Note

C in 5th octave). Therefore, the x value in Eq. 2.1 is assigned as +3. Then the

frequency of Note C in 5th octave can be obtained as 23/12 ∗ 440 = 523.3 Hz.

Series of these distinct notes performs a ‘Scale’ in music. These scales are mainly

divided into two categories as Major Scales and Minor Scales. Each major/minor

scale consists with a particular set of notes. Therefore, each melody should follow
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single key scale with particular note patterns in a musically satisfying manner.

There are 12 major scales correspond with one of the twelve notes in the chromatic

scale and each scale consist seven notes. The difference of the third and fourth

notes for each of these scale is a semitone and the difference between all the other

two adjacent notes is a tone. Table 2.1 shows the main seven major scales with the

relevant notes.

Table 2.1: Seven Major Scales in Music with Notes

Scale Note 1 Note 2 Note 3 Note 4 Note 5 Note 6 Note 7

C Major C D E F G A B

D Major D E F\ G A B C\
E Major E F\ G\ A B C\ D\
F Major F G A BZ C D E

G Major G A B C D E F\
A Major A B C\ D E F\ G\
B Major B C\ D\ E F\ G\ BZ

2.2 Singing Skill Evaluation Approaches

Several melody evaluation approaches are there to be analyzed as the background

domain of melody evaluation. Therefore, some studies on singing skill evaluations

are analyzed as the first phase.

According to the used features, we can also classify our evaluation of melodies into

different categories. In previous literature, they have used pitch based approaches

and tempo based approaches to measure the singing skill. Most of them have used

pitch interval accuracy, vibrato, and tempo as the features for their methods.

2.2.1 Pitch Based Singing Skill Evaluation Approaches

Pitch-based techniques are the most common singing skill evaluation approach in

literature. Several studies were carried out for the pitch based vocal melody eval-

uations. Mauch et. al. [6] proposed an approach to evaluate the accuracy of pitch
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in playing or singing music. They were targeting unaccompanied solo singing and

they have come up with two metrics to measure the accuracy and drift as inter-

val error and pitch error. Their whole approach has provided some insights into

intonation and they have come up with a simple model of reference pitch memory

with a study on intonation and intonation drift in unaccompanied singing. They

were able to provide a deeper analysis of pitch and its behavior in a melody, with

a good evaluation process.

Żwan [7] has done an artificial neural network based method to determine how

the quality of a singing voice can be recognized automatically. A quality factor is

used as a subjective measure of whether the voice belongs to an amateur or to a

professional singer. Żwan has used 1440 singing voice sounds and parameterized

them using 331 parameters of different features. A feed-forward neural network

was employed for the automatic recognition of the singing voice. Those who are

able to maintain a stable vibrato are considered as the professional singers. He has

done a comparison between experts’ judgment and the performed automatic results

to have a clear evaluation criterion. This study has provided some important facts

about the ANN based automatic melody recognition.

Nakano and Goto [8] has suggested an automated approach for singing skill evalu-

ation. Pitch interval accuracy and vibrato are used as an acoustic feature for their

approach. Since those features are independent of specific characteristics of the

singer and the melody, they have aimed to explore a way of automatic evaluation

of singing skills without the score information of melodies. They have defined the

semitone stability using the pitch interval accuracy. Short Term Fourier Transform

(STFT) has used to measure the vibrato and Support Vector Machine (SVM) has

used for the final binary classification. Since score information is also unavailable in

unknown melodies, this pitch based approach is compatible with the requirements.

Thus, there are several features that can be used for the evaluation of melody

performances. But when we try to estimate some note events of a melody, pitch

detection is an essential step to follow.
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2.2.2 Tempo Based Singing Skill Evaluation Approaches

Apart from the pitch based techniques for melody evaluation, there are several

tempo based approaches as well. Most of the tempo based evaluations are follow-

ing onset detection approaches in the current literature. However, focusing on the

tempo of the unknown melodies, it needs an additional attention rather than the

pitch-based approaches for unknown melodies.

Among tempo based singing skill evaluations, Toh et al [9]. have used Gaussian

Mixture Model Indicators for the classification of audio features of vocal melodies.

They have captured the complexity of singing note onsets within a supervised learn-

ing approach.

Alonso et al. [10] presented a method for tempo extraction, based on spectral

energy flux. They proposed an onset detection based algorithm with the steps of

‘extraction of onset by front-end analysis’, ‘periodicity detection black’ and ‘tem-

poral estimation of beat locations’.

The onset signing notes estimation processes in both [9, 10] approaches are useful

for the note event handling process. The tempo based approaches are not capa-

ble of addressing the required process of feature extraction regarding monophonic

melodies.

2.3 Note Detection Approaches

Melody transcription is the process of converting the audio melodies into the se-

quence of notes. Simply, this is an automatic way of having a more precise score

information for a vocal melody. Score information includes all the temporal estima-

tions and timing estimations between each and every note pair. It tries to convert

the melody signal into note keys by rounding pitch estimations to the relevant

MIDI standard note numbers. In order to do that, there should be a technique to

identify and detect the notes in a melody.
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Despite the difficulty, vocal melody transcription is still an important topic in music

information retrieval field, as it enables computers to extract the information car-

ried by singing and facilitates the direct musical interaction between humans and

computers [11]. Though as in literature, generating a more accurate and precise

note sequence is still a hard task. But there are some well-defined methods that

they have tried to achieve this goal with the use of signal processing and machine

learning theories.

Ryynänen [3] has done several approaches for melody transcription for different

kind of melodies such as polyphonic melodies, homophonic melodies, and mono-

phonic melodies. Among those, he has proposed a model based method for auto-

matic note transcription of monophonic melodies based on two probabilistic mod-

els. First one is a note event model which is based on Hidden Markov Models. It

has been used to represent note candidates. As the second model, a musicological

model has used for the key estimation and likelihoods of different note sequences

to examine the transitions between note candidates.

He has used a Hidden Markov Model (HMM) to limit the dynamics of their pitch

estimates. Though, this approach will be helpful to identify the process of gener-

ating note sequences. In this study, there is an attempt to eliminate some kind

of predefined ambiguous notes during their transcription model. With the idea

based on Ryynänen’s method of using HMM, Sebastian Bock and Markus Schedl

[12] have proposed another way of piano note transcription with Recurrent Neural

Network (RNN). They have targeted the polyphonic melodies in their approach.

But it is based on a Recurrent Neural Network to simultaneously detect the on-

sets and the pitch values of the notes from spectral features. The memory units

in RNN are used in a bidirectional neural network to model the context of the notes.

Mauch et al. [13] has proposed a software tool (called as ‘Tony Software’) for

the interactive annotation of melodies from monophonic audio recordings. In their

approach, they have done a melody transcription based on their own pitch detection

and note detection algorithms. They have employed two valuable post-processing
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steps to increase the accuracy of the system. In the first step, an amplitude-based

onset segmentation has used to separate consecutive notes of similar pitches. In

the second step, they have used a threshold value to discard the unnecessary note

events. This is a special kind of technique to eliminate exceptional notes which can

be considered as anomalous notes.

Fundamental frequency estimation and pitch detection are the most fundamen-

tal steps in note detection. This is the main step that followed by several other

steps to achieve the final detection of notes. This kind of pitch detection is involved

in each and every computational music-content analysis technique. Therefore each

melody transcription approach has conducted a special considerable analysis on

pitch detection.

Among them, YIN algorithm has proposed a more precise way to detect the cor-

responding pitch for melody notes [14]. YIN includes a number of mathematical

formulas for the estimation of the correct pitch. In aforementioned Ryynänen’s

proposed method [3], he has analyzed each step of this algorithm and mentioned

a conclusion of the algorithm for the better performances. Also in ‘Tony’ software

[13], they have used their own defined algorithm called as pYIN [15], which has

defined based on the YIN algorithm.

In the proposed methods in [16], Antti Laaksonen has defined his problem of au-

tomatic melody transcription based on the chord transcription. But in the sense

of note model generation, he has given a clear idea about key estimation, pattern

matching and scoring function with the acceptable steps which can be applied for

the estimation of notes in a melody.

A change detection approach in multi-voice music has done to evaluate the re-

lationship between primitive and scheme-driven grouping by comparing the ability

of different listeners to detect single note changes in 3-voice musical compositions

[17]. They have done their evaluation by using both musicians and non-musicians

to detect single note changes with both polyphonic and homophonic stimuli.
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Bishara and Radvansky [18] has done an approach for the detection and tracing

of melodic key change. Adjusting to key changes in music is vital to a listener’s

understanding of it, although it is unclear when this adjustment occurs. Both the

number of notes after the change and the change distance were manipulated and

they have tried to adapt new keys for the detected changes of keys. This study can

be analyzed for the note changes identification.

2.4 Anomaly Detection Approaches

In the previous melody transcription and note event estimation approaches, re-

searchers have involved in some aspects of machine learning algorithms. As men-

tioned before, anomaly detection is a well-established research area in different

computer science aspects. Therefore, as automatic ways of detecting anomalies,

different anomaly detection approaches have been analyzed to identify their appli-

cability for the music melodies.

As in [12], there are some combinations of common anomaly detection methods

with the music note events handling approaches. Thus, this study was conducted

to analyze the features and their applicability of common anomaly detection meth-

ods which can be used in the domain of melody note estimation.

In [19], a time series anomaly detection approach has been done to utilize ma-

chine learning and statistical approaches to classify anomalous drops in periodic,

but noisy, traffic patterns without a large body of labeled examples. As the first

step of their approach, they have used TensorFlow to train their various models in-

cluding DNNs, RNNs, and LSTMs to perform regression and predict the expected

value in the time series. As the second step, they have created anomaly detection

rules that compared the actual values to predicted values. At the later part, they

have provided the confusion matrices for each model that they were investigated.

In aforementioned automatic piano transcription [12], they have already used these

kinds of LSTM application to detect the notes in a more accurate way.
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In the study of Collective Anomaly in [20], a Long Short Term Memory (LSTM)

has employed to identify the anomalies in collective data set. They have provided

descriptive details in each step to analyze the process of LSTM in the sense of

collective anomalies.

Another study on anomaly detection in time series has done based on the long

short term memory networks in [21]. In their approach, the network has trained

on non-anomalous data and used as a predictor over a number of time steps. They

have proposed a stacked LSTM based prediction model for the experiments and

within that proposed model they were able to detect anomalies using the prediction

error distribution.

2.5 Analysis

This analyzing process was able to figure out the important facts of music notes

anomalies such as what are the possible note patterns to have ambiguities, what

type of uncommon changes are there, how the note distances are going to have

uncommon changes etc. As an example, we can find that there is a low probability

to have flat notes in the scale of C major. Therefore, if a melody has that kind

of note patterns, it is a considerable point in the design phase. Thus, that kind

of patterns and estimations are encountered in parallel to other analyzing stages.

Though, the anomalies within note events are defined as any type of scale unrelated

note changes.

However, in all note detection/melody transcription approaches, note event es-

timation is considered as the most important phase. Note events are detected

based on the estimated pitch values. But there is no standard process to identify

exceptional note events among the detected note event set. This is the biggest

gap in note detection phases in literature. If there is a procedure to identify these

exceptional/uncommon note events, it will be useful in every melody transcription

or note detection technique.
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Also, in many note detection approaches, they have followed neural network based

methodologies to improve the estimation accuracy of the note event. In the same

context, they have already tried sequential data analysis for those note events

as well. Recurrent Neural Network based methods are the most popular type of

method that follows sequential data analysis with more accurate results. Even

in some music content analysis [12, 20, 21], they have tried with these Recurrent

Neural Network methods. Thus, these background details provide valuable infor-

mation about the applicability of these neural network based methods for anomaly

detection in note event series.

2.6 Chapter Summary

An overview of the concepts behind the problem domain was discussed in this

chapter. Several studies were conducted for background analysis in singing skill

evaluation, note estimation and melody transcription, anomaly detection methods

and their applicability etc. Among them, some fundamental concepts in the prob-

lem domain and needed steps are identified. The research design has defined based

on these identified facts and the details are discussed in Chapter 3.
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Chapter 3

Design

This chapter elaborates the overall design of the solution to the pointed research

problem. This proposed design is based on the identified facts in the literature

review phase. Research design and the used methods have described with the

details. Also, the justifications for the selected methodologies are given in this

chapter as well.

3.1 Assumptions for the Design

In music melodies, it is possible to have scale related/unrelated variations and

harmonic parts within melodies. Especially, harmonization can be found easily in

singing. But when it comes to the context of monophonic melodies, the probability

of having that kind of situations is very lower than the other textures of the music.

Though, this anomalous note change detection is designed under the assumption

that the unknown monophonic melodies do not contain any harmonic/variation

point within a single type of sound. The overall design is proposed to handle only

the monophonic melodies under the above assumption.

3.2 Research Design

The overall design of the proposed approach is composed to follow several steps.

These noted steps are addressed throughout the current literature review as a com-

bination of different areas. This approach should follow a flow of steps which is more
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similar to the melody transcription process. But in advance, required steps should

follow a set of well-defined techniques to have a more accurate way in anomaly

detection. It is easy to observe that the required process does not need the entire

melody transcription here.

Figure 3.1: High-Level Research Design

Therefore, this research is designed to have a combined process of different steps.

Each step has identified as a special part of a model. Figure 3.1 shows the in-

terconnection of these identified phases as a high level research design. Melody

processing consists of several steps to follow and the audio melodies are sampled

into several frames. The note event model has employed with a Long Short Term

Memory (LSTM), which is a special kind of Recurrent Neural Network (RNN). The

note event model is the most important part of this anomaly detection approach.

3.3 Melody Processing Steps

The main aim of this study is to have a way to determine the note sequence

anomalies of melodies. Typically, each note is directly mapped to have a pitch

value. Though, as the first phase, music melodies should process to identify the

fundamental estimations for their pitch values. This involves several audio process-

ing techniques and methodologies to follow. Figure 3.2 shows the basic steps that

need to follow, as the melody processing steps.
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Figure 3.2: Melody Processing Steps

3.3.1 Preprocessing

As the unknown melodies are involved, recorded melodies already contain noisiness

and some points in silence. Those silent points can be considered as the time gaps

between some notes in the melody. As this study only considers the note changing

events, these silence points make no sense in the context. Therefore, a preprocess-

ing technique is used here to minimize the captured unwanted points in recorded

vocal melodies.

As an important fact of the needed preprocessing, it is not going to cut off any part

which has at least a single point of sound. Each sound point may provide valuable

information regarding a minor note change in the melody. There is a chance to

have unnecessary out-pitch estimations for this kind of minor estimations as well.

This pointed issue has already handled under the tuning phase after the pitch

estimation.
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3.3.2 Feature Extraction and Pitch Estimation

Pitch detection is the valuable steps of melody processing. This step is going to

use the facts of vocal melodies to have some meaningful estimations. Therefore,

‘pitch’ is the main feature that is going to be extracted from audio recordings in

order to estimate the pitch intervals. There are two types of pitch detections as

‘Time Domain Pitch Detection’ and ‘Frequency Domain Pitch Detection’, whereas

this study follows the frequency domain pitch detection technique. Pitch value is

denoted as a frequency value for each point of melody (measured by Hertz (Hz)).

YIN algorithm is chosen to use in this study for pitch detection, as originally pro-

posed by Cheveigne and Kawahara in [14].

Typically, in the context of music, pitch values are defined based on the key dis-

tribution in a piano. A standard modern piano has 52 white keys and 36 black

keys which distribute across seven octaves and three extra keys. As mentioned

in the literature review, an octave consists of twelve keys as seven white keys for

natural notes and five black keys for sharp/flat notes. Piano keys are named to

represent their music notations with their location of the octave. For an instance,

the ‘A’ note key in the 4th octave is named as the key ‘A4’ in a piano. Thus, a

standard modern piano has named its keys from A0 to C8 as in Figure 3.3. Middle

‘C’ is denoted as ‘C4’ in this format. When playing the piano, this 4th octave is

the most used set of keys. This representation is referred to as the ’Pitch Note

Representation’ in further discussions.

Figure 3.3: Pitch Notation Representation of a Piano

Each and every pitch notation in the above representation has its own unique fre-

quency value. These pitch values are used to estimate the corresponding note for

each time lag in a melody. In literature, all melody transcription techniques have

followed this standard pitch notation values to obtain the notations even from a
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simple melody. These values are very useful in MIDI representation of melody

transcription. Each of these note has its own MIDI number in a standard way. But

for this study, MIDI numbers are not needed, and hence only the estimated pitch

values are used for further enhancement. Standard fixed pitch values for 4th octave

notes are presented in the Table 3.1 (See Appendix A for frequency values of other

octaves). However, the pitch values for human singing can differ from these values

within small range [22]. But they can be mapped to the standard representation.

Table 3.1: Frequency values for Notes in 4th Octave

Note Frequency (Hz)

C4 261.63

C\4/DZ4 277.18

D4 293.66

D\4/EZ4 311.13

E4 329.63

F4 349.23

F\4/GZ4 369.99

G4 392.00

G\4/AZ4 415.30

A4 440.00

A\4/BZ4 466.16

B4 493.88

As described in the literature review, there are different ways to estimate the

pitch values of audios. YIN pitch estimation is a very precise way to estimate

the pitch values for any kind of melody. Within YIN, audio signals are split into

overlapping frames, and the fundamental frequency of each considering point is

represented by the extracted pitch under a predefined interval value. YIN includes

several features which are very useful for an accurate estimation of relevant pitch

values. At different stages, it uses more robustness ways to determine correct val-

ues among a set of estimations. Because of the robustness and its computational

easiness, YIN algorithm was selected in this stage for the pitch estimation of audio

melodies.
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YIN mainly involves five main steps to follow within its main functioning proce-

dures. Given that s is a discrete signal of input melody, ‘N’ is defined as the frame

length and ‘k’ is defined as the constant threshold value for YIN. The complete

algorithm is formulated as follows:

Algorithm 1: YIN Algorithm

Result: pitch value estimations for s

1 Calculate auto-correlation method

2 Calculate the squared difference function d(τ),

d(τ) =
N−1∑
n=0

(s(n)− s(n+ τ))2 (3.1)

3 Calculate the cumulative mean normalized difference function d
′
(τ),

d
′
(τ) =


1 when τ = 0

d(τ)/[(1/τ)
∑τ

j=1
d(j)] otherwise

(3.2)

4 Absolute threshold method

5 Parabolic Interpolation

As the first step of YIN, it generates the auto correlation of particular discrete

signal by calculating corresponding lag values at time index t, and pre-defined win-

dow size. Then it calculates the difference function d(τ) for a given range of lag

values τ of the signal (using Eq. 3.1). Then it formulates into the cumulative

mean normalized difference function for the same signal (using Eq. 3.2). Within

the absolute threshold method, It finds the smallest value of τ for which a local

minimum of d
′
(τ) is smaller than the given absolute threshold ‘k’. If no such value

is found, it finds the global minimum of d
′
(τ). As the final step, it uses parabolic

interpolation method which interpolates the d
′
(τ) function values at {τ̂ − 1 , τ̂ ,

τ̂ + 1} where τ̂ is the found lag value in absolute threshold method. It finds the

minimum of the polynomial in the range (τ̂ − 1 , τ̂ , τ̂ + 1 ) to obtain an estimate

of the fundamental period.
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3.3.3 Pitch Tuning

Only musically trained people can sing in the absolutely correct pitch for any kind

of melody. Musically untrained people usually have a reference for their singing in

order to have good pitching. But, sometimes they may sing between two distinct

note pitches. This can happen even with or without a reference singing as well.

Though at that time, the estimated pitch values may not have the exact values as

associated with the notes. Then it is a problematic situation to handle that kind

of estimated values. This is a major issue for long melodies.

Pitch tuning is the process of determining more accurate values for the pitch esti-

mations by applying technical improvements. In this approach, a tuning process

is applied as the final step of the YIN implementation. It uses a simple method-

ology as a part of the parabolic interpolation to obtain better estimation. Figure

3.4 shows a sample pitch estimations before and after the tuning process. Blue

dots represent the initial pitch estimations and red dots represent the tuned pitch

estimation.

Figure 3.4: Pitch Tuning Example
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But even after the tuning process, it is hard to find the correct note pitch for each

and every point in time. For an example, a melody can have a value of 268 Hz as

the estimated pitch value at one point. But that value is not the exact value for

any note in any octave. 268 Hz is in between C4 and C\4 in the pitch notation

representation. As a solution for this, a min-difference technique has applied to

figure out the relevant pitch note. Following is the basic difference function which

is used here.

∆x = |xest − xref | (3.3)

x est is the estimated tuned pitch value and x ref is the reference pitch value which is

taken for the closest two pitch note values in pitch note representation, one by one

at a time. That means the estimated tuned pitch value is taken to pair with every

note value in the pitch note representation. So the absolute difference is taken as

∆x for each pair and, the minimum value is considered as the correct one. Though,

the x ref value is assigned as the pitch note estimation when the absolute difference

between that x ref value and the estimated tuned pitch value (x est) is the minimum.

For the above example of 268 Hz tuned estimation, x est is 268. Then the clos-

est two pitch notes, C4 and C\4 are considered as x ref. Then ∆x is calculated as

|268− 261.63| = 6.37 for C4. ∆x for C\4 is obtained as |268− 277.18| = 9.18. So

the minimum is 6.37 and therefore, the pitch value of C4 is assigned as the correct

pitch value. These identified pitch values are used as the inputs to the note event

model for note event handling.

3.4 Note Event Model

This study is mainly focusing on the context of note changes in a melody. Hence,

the note changes should be identified through the reference pitch values. After

identifying the relevant note changes, a machine learning model is employed to

determine the anomalous note changes in a particular melody. Thus, this note

event model is composed of two major components as shown in Figure 3.5.
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Note Event Detection Anomaly Detection

Figure 3.5: Note Event Model Components

3.4.1 Note Event Detection

The term ‘Note Event’ is a widely used concept in various domains of music con-

tent analysis. Simply, a note event is a changing point of any note estimation.

But this can have more definitions in different perspectives of music analysis. In

melody transcription processes, a note event is estimated with a collection of dif-

ferent attributes of each couple of note estimations. A note event with a melody

transcription should include all the relevant details of note estimations such as time

interval between two nearby estimation points, reference pitch values of those two

estimations etc. The score information in melody transcription process is probably

based on these note event identification.

In the context of anomalous note change detection, a note event has identified

as a simple change of a note estimation which only based on its pitch value. Time

intervals or time gaps between two estimation points are not an important fact in

order to identify a note change. Therefore, only the pitch values are considered for

this note event estimation. But in advance, note events are defined within a single

octave range. All detected reference pitch values are given a score regarding its

note by ignoring its octave. This provides two notes in two octaves which have the

same key note, as a single score in note event range. For an example, there can be

two notes in key A in two different octaves as A3 and A4. But when the note event

is encountered, both of these two notes are getting a single score which represents

the note A in note event range.

A melody is also consisting with repetitions of the same note in nearby estima-

tions. But in the context of identifying note changes, only the first occurrence of a

note estimation is considered, and all the immediate repetitions after that position

are ignored. However, if the same note occurs once after some other notes (when

it is not a consecutive occurrence), it is considered as another note event.
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Figure 3.6: Example note sequence for note event detection

For an instance, Figure 3.6 shows a simple note sequence of a melody. The corre-

sponding note sequence for that western music notation is ‘C, C, C, E, E, E, G,

G, G, E, E, E, F, F, F, F, G, A’. It is easy to see that, there are some repetitions

of the same note in nearby positions in the sequence. Note ‘C’ is repeated three

times in first three positions. Note ‘E‘ is repeated three times in second, third and

fourth positions and again three times from ninth position. Note ‘G’ and Note

‘F’ also have same kind of repetitions within the sequence as well. Therefore, the

corresponding note events are identified as ‘C, E, G, E, F, G, A’ for the above

note sequence. These are the note changes that can be identified in that particular

note sequence which denoted in the Figure 3.6. Figure 3.7 shows the pitch value

distribution and corresponding note event estimations for the above note sequence.

3.4.2 Anomaly Detection

Detected note events are the inputs for the most important phase of the note event

model. In this phase, a machine learning model is employed for the final anomaly

detection of the detected note changes. As mentioned before, a note change is a

(a) Pitch value distribution (b) Note event distribution

Figure 3.7: Note event estimation example
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simple change in the pitch value distribution. These note events are also repre-

sented by a pitch value. Therefore, it is considered as a note sequence which does

not have the same note (or pitch value) consecutively.

As described in the literature review, each collection of these note events should

have a set of unique note patterns according to the scale of the considered melody.

However, in the domain of harmonic melodies, this can differ as well. But for

monophonic melodies, the set of notes associated with each scale in music can be

easily determined. Although, these set of notes for each scale performs a musically

satisfying note pattern within a melody. In here, once a scale unrelated note oc-

curs within a pattern, it is considered as an anomaly. These patterns only represent

notes, which occurs after a change of pitch value. Hence, these types of note event

changes are considered as anomalous note changes in this study.

In here, a machine learning model is focused to have predictions of each note,

indicating whether it is an anomaly or not, by considering the note patterns. As

found in the literature, there are several time series applications which is designed

to identify anomalies in different types of sequential data. Methodologies that they

have followed in their time series predictions are also applicable to note sequence

analysis as well. As a prediction based analysis, deep learning techniques are iden-

tified as most flexible neural network methods. However, thousands of types of

specific neural networks are there to have a deep learning analysis of such cases.

Each prediction of an upcoming event within a sequence should have a knowl-

edge of previous events. Traditional neural networks can not handle this kind of

procedure for upcoming predictions. Recurrent Neural Network (RNN) is a deep

learning neural network which were specifically designed to work with prediction

problems in sequences. RNNs have a special kind of architecture which conducts

looping of neurons. These are useful in handling future predictions of sequential

data.
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Long Short Term Memory (LSTM) Model for Anomaly Detection

Long Short Term Memory (LSTM) is a special kind of RNN, which works smarter

than the standard RNN. LSTM was introduced by Hochreiter and Schmidhuber in

order to overcome issues in RNN topology [23]. Hochreiter has encountered a ma-

jor issue called as ‘vanishing gradient problem’ in RNN. In a multi-layer network,

gradients for deeper layers are calculated as products of many gradients. When

those gradients are small or zero, it will easily vanish. So it becomes very hard to

calculate and update them. They have introduced LSTM to overcome the above

mentioned issue and to work smarter in sequence analysis problems. As found

in the literature, recurrent neural networks with long short term memory are the

widely used neural network in the process of anomaly detection. They are able

to model temporal contexts due to the use of recurrent connections in the hidden

layers which enables blocks to act as a memory cell [24].

However, a LSTM has several advantages over typical RNN topology. LSTMs

enable RNNs to remember their inputs over a long period of time. In literature,

also several types of time series predictions have used LSTM for their predictions

because of this additional feature. Also, it is applicable to the detection of anoma-

lies in melodies. As in [12], it is possible to combine LSTM neural network structure

to handle facts in melody evaluation as well.

Therefore, a LSTM has employed in this note event model to figure out the predic-

tions from note event patterns. The model first converts the detected note event

sequences as sub-sequences based on the predefined note sequence length. Each

predicted note event is then compared with the actual note event in order to de-

termine the scale relationship between those two. Final anomaly prediction is then

decided based on that procedure based on the trained LSTM. Decision rules for

the above sub-sequence analysis and other relevant details about this model are

discussed in the implementation chapter.
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3.5 Chapter Summary

The overall design of the proposed approach has two main phases as melody pro-

cessing phase and note event model. Within the melody processing phase, several

steps such as preprocessing, feature extraction and pitch detection, and pitch tun-

ing are employed to have the final pitch value representation for the monophonic

melodies. Estimated tuned pitch values are then used to the note event model

which is the main part of the research design. After estimating the note events

within the note event model, it uses a LSTM for the anomaly detection of those

note event patterns. Implementation details of these components are further dis-

cussed in Chapter 4.
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Chapter 4

Implementation

The implementation of this proposed approach was carried out using technologies

and software tools which are more related to signal processing and machine learn-

ing. This involves a set of models, which use signal processing algorithms and

neural network methodologies. Python 3.6 was used as the main supporting lan-

guage to design these models, and several collections of libraries are used for the

support of signal processing and machine learning aspects.

According to the research design described in the previous chapter, two main phases

are considered as two separate models for the implementation. The first part of

this implementation includes a collection of signal processing algorithms, whereas

the second part includes neural network-based methods.

The first section of this chapter elaborates the supporting languages and libraries

which are used for the desired implementation. The second section describes the

algorithms and their implementation details, which are used for the melody pro-

cessing phase. In the third section, it discusses the implementation details of the

note event model.
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4.1 Tools and Technologies Used

4.1.1 Python

Python is a well-known interpreted programming language which supports a large

collection of signal processing techniques. Python 3.6 was used as the version for

the implementations of the proposed approach. All the modules in this approach

were developed using python with other supporting libraries.

4.1.2 Python Keras

Keras is one of the most popular open source neural network library which is

written in python. It provides the capability to run on different platforms such as

TensorFlow, CNTK or Theano. Keras provides a set of functions regarding machine

learning methodologies. Especially, it provides fast and easy implementation of

deep neural network topologies. The proposed LSTM has designed using the Keras

library in order to have such deep learning methodologies for the anomaly detection.

4.1.3 Python NumPy

Python NumPy is a powerful python library introduced for scientific computing.

It uses a large set of data manipulation methods and provides a large collection

of mathematical functions for other libraries such as Liborosa, Keras etc. Also, it

provides the ability to use other powerful operations such as array based operations,

linear algebra etc. for python programming as well. Though, in this approach, the

Numpy library has used in each step of implementation to manipulate mathematical

details easily.

4.1.4 Python SciPy

Python SciPy is an open-source python library introduced for scientific computing

which has a collection of modules for useful aspects in image processing, signal

processing and other related areas. The SciPy library depends on NumPy and

provides user-friendly and efficient numerical practices.
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4.1.5 Python Scikit-Learn

Python Scikit-Learn library provides many tools which facilitate classification, re-

gression, clustering, model selection and pre-processing for different aspects of ma-

chine learning. In this proposed approach, Scikit-Learn is used for the implemen-

tation of YIN pitch detection for monophonic melodies.

4.2 Implementation of Melody Processing Phase

Before moving into the pitch detection of a melody, melodies were processed through

some preprocessing steps such as silence removing, lowpass filtering and down-

sampling to improve the process of feature extraction. Following two code segments

(4.1 and 4.2) are used as the silence removing and filtering methods respectively.

1 de f s i l e n c e r e m o v e r ( s i g n a l ) :

2 s t a r t e d = False

3 s i g a r r y = array ( ’h ’ )

4 f o r i in s i g n a l :

5 i f not s t a r t e d and abs ( i ) > th r e sho ld :

6 s t a r t e d = True

7 s i g a r r y . append ( i )

8 e l i f s t a r t e d :

9 s i g a r r y . append ( i )

10 re turn s i g a r r y

Python Code 4.1: Silence removing of a signal

1 de f l o w p a s s f i l t e r ( s i gna l , cu to f f , Fs , order =6) :

2 yq = 0 .5 ∗ Fs

3 new cuto f f = c u t o f f / yq

4 m, n = sc ipy . s i g n a l . but te r ( order ,

5 new cuto f f ,

6 btype=’ low ’ ,

7 analog=False )

8 s i g n a l = sc ipy . s i g n a l . l f i l t e r (m, n , s i g n a l )

9 re turn s i g n a l . astype (np . in t16 )

Python Code 4.2: Low pass filtering
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These preprocessing steps have implemented based on the signal class implementa-

tion in Scipy library. Output signals from this phase are used for the pitch detection

phase.

YIN algorithm has used as its original version with some minor changes to have

better performance for monophonic melodies. Each function and step in the YIN

algorithm has implemented as separate functions in python. The main function is

defined to call those sectional methods. The final output has obtained as a fea-

ture vector. This output vector consists of the frequencies obtained for the pitch

class estimations during the time frames. Following code segment has used as the

main function for YIN pitch estimation. In here, the preprocessing function is also

called by the main function. Preprocessing function is calling the above mentioned

two functions for silence removing and low pass filtering through a down-sampling

method. (The complete code for each function is attached in Appendix B).

1 de f y in a l go r i thm ( f i l e name , thresho ld , t f s , f r eq range , t imestep ) :

2

3 #e x t r a c t s i g n a l from audio f i l e

4 s i gna l , f s = getdata ( f i l e n a m e )

5 window = i n t (np . c e i l ( Fs/ f r e q r a n g e [ 0 ] ) )

6

7 #pre−p r o c e s s i n g

8 s i gna l , f s = preproce s s ( s i gna l , f s , window , t f s , t imestep )

9

10 #apply the s t ep s in the a lgor i thm

11 auto cor mat = a u t o c o r r e l a t i o n ( s i gna l , window )

12 d i f f e q = d i f f e q u a t i o n ( auto cor mat )

13 c d i f f e q = c m e a n d i f f e q u a t i o n ( d i f f e q m a t )

14 taus = a b s o l u t e t h r e s h o l d ( c d i f f e q , f r eq range , thresho ld , f s ) [ 0 ]

15 pe r i od s = p a r a b o l i c i n t e r p o l a t i o n ( d i f f e q , taus , f r eq range , f s )

16 e s t imate s = g e t e s t i m a t e s ( s i gna l , f s , per iods , window )

17

18 re turn e s t imate s

Python Code 4.3: YIN implementation
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4.3 Implementation of Note Event Model

The first part of the note event model is implemented to detect note events within

a sequence of pitch value estimations. This uses a mapping algorithm to have a

score for note events. Within this mapping, all the notes which have the same key

in different octaves are taken as a single score. The note event model also uses a

simple algorithm to ignore repeating pitch values within consecutive estimations.

Resulting note event sequences are then used for the LSTM model as the most

important part of the note event model.

The required LSTM model is implemented based on the sequential way of building

deep learning networks in Keras. Keras neural network models mainly involve in

two forms as sequential and functional API. Sequential model allows to easily adapt

sequential layers where functional API allows to build more complicated network

structures. In this implementation, sequential form has used to have the recurrent

layers in the network.

Three LSTM layers are added to the sequential model of the network and three

different values are used as the number of nodes in the hidden layers. LSTM layer

is a Recurrent Neural Network layer that takes a sequence as an input. The first

two LSTM layers are specified with the parameter return sequences=True which

ensures that the LSTM cell returns all of the outputs from the unrolled LSTM cell

through time. Final LSTM layer is not specified with the above parameter and it

simply provides the output of the LSTM cell from the last time step.

A dropout layer has designed to follow each LSTM layer in order to prevent overfit-

ting. It has a special technique that consists of setting a fraction of input units to 0

at each update during the training. Dense layer is a fully connected neural network

layer where each input node is connected to each output node. The Activation layer

determines what activation function will use to calculate the output of a node in

the model. Softmax activation was chosen as the activation function for the model.

1 model = Sequent i a l ( )
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2 model . add (LSTM(

3 256 ,

4 input shape=(network input . shape [ 1 ] ,

5 network input . shape [ 2 ] ) ,

6 r e tu rn s equence s=True

7 ) )

8 model . add ( Dropout ( 0 . 3 ) )

9 model . add (LSTM(512 , r e tu rn s equence s=True ) )

10 model . add ( Dropout ( 0 . 3 ) )

11 model . add (LSTM(256) )

12 model . add ( Dense (256) )

13 model . add ( Dropout ( 0 . 3 ) )

14 model . add ( Dense ( n vocab ) )

15 model . add ( Act ivat ion ( ’ softmax ’ ) )

Python Code 4.4: Keras implementation of LSTM model

Each parameter value for the Keras LSTM implementation was chosen after an ini-

tial evaluation, which performed to achieve the best suited model for the problem.

However, before train the model, encoded data should be converted in to a normal-

ized standard. This model input conversion has done by reshaping the input into a

format compatible with LSTM layers. That converted input was then normalized

according to the vocabulary size of the entire dataset.

1 de f data conve r s i on ( data , v o c a b s i z e ) :

2 n pat t e rn s = len ( data )

3 network input = numpy . reshape ( data ,

4 ( n patterns , s equence l ength , 1 ) )

5 network input = network input / f l o a t ( v o c a b s i z e )

6 network output = n p u t i l s . t o c a t e g o r i c a l ( data )

Python Code 4.5: Function to convert input data

After the training with accurate weights, model has designed to test with data to

have the predictions from unknown patterns. Final predictions were then extracted

using following function.
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1 de f p r e d i c t i o n ( data , v o c a b s i z e ) :

2 p r e d i c t i o n o u t p u t = [ ]

3 f o r i in range ( l en ( data ) ) :

4 pattern = data [ i ]

5 p r e d i c t i o n i n p u t = numpy . reshape ( pattern , ( 1 , l en ( pattern ) ,1 ) )

6 p r e d i c t i o n i n p u t = p r e d i c t i o n i n p u t / f l o a t ( v o c a b s i z e )

7 p r e d i c t i o n = model . p r e d i c t ( p r e d i c t i o n i n p u t , verbose =0)

8 index = numpy . argmax ( p r e d i c t i o n )

9 p r e d i c t i o n o u t p u t . append ( index )

10 re turn p r e d i c t i o n o u t p u t

Python Code 4.6: Function to get prediction outputs

4.4 Chapter Summary

This chapter discussed the implementation of the proposed design of the approach.

Python was used to this implementation as the supporting language. Also, several

other libraries have used for signal processing and machine learning tasks. The

implementation of the pitch detection phase was entirely designed with the YIN

algorithm. LSTM model was implemented as the main part of the note event

model. This used the Keras neural network implementation which works smart for

deep learning. The implementation of the testing phase of the model is described

in Chapter 5 with the evaluation phase.
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Chapter 5

Results and Evaluation

As mentioned before, this approach defines a combined process of several computa-

tional music content analysis techniques. The entire design has two phases where

the second phase used the results obtained from the first phase. Thus, this chapter

has structured to analyze the results of the pitch detection phase as well as the

overall evaluation of the anomaly detection phase.

In general approaches, melody transcription techniques can be qualitatively or

quantitatively evaluated. But in this research design, melody transcription is not

involved as the whole structure, and it was designed to follow only some critical

steps in melody transcription. Therefore a quantitative evaluation methodology

is employed for the final note detection, by measuring the difference between the

reference note sequences and the transcribed detected note sequences.

5.1 Analysis of Pitch Detection

Under the melody processing phase, the YIN algorithm has used to obtain the

pitch values within the melody samples. These pitch values are the inputs to the

note event model and its final anomaly detection phase. The LSTM model was

designed to use these obtained pitch values after the detection of reference note

events. Therefore, the pitch detection phase has performed a valuable step in this

proposed approach. In here, the YIN results are analyzed here as the initial step.
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Figure 5.1: Sample input signal for YIN Algorithm

Figure 5.2: Output for difference function in YIN Algorithm

Figure 5.3: Output for cumulative mean difference function in YIN Algorithm

Figure 5.4: Output Pitch for YIN Algorithm

The YIN algorithm has been used with several steps, as it is by the original au-

thors. Each step has analyzed through the implementation, and additional points

are added to overcome some issues with the input formats regarding the mono-

phonic melodies. Within the YIN algorithm, the average magnitude difference

function has used, and several modifications have extended to improve the pitch

estimation accuracy and robustness.

In here, a sample single note melody has been considered for the YIN algorithm

and the input signal is shown in Figure 5.1. That signal represents the melody

of ‘E’ note in the first octave. The obtained results for difference function and
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the cumulative mean normalized difference function of YIN algorithm are shown

in Figure 5.2 and Figure 5.3 respectively. Figure 5.4 shows the final detected pitch

estimations for the above single note melody. Since the melody consists of a single

note, the output provides a single pitch value as 43.715 Hz.

The obtained value is then tuned with the proposed tuning algorithm and the

tuned pitch value for the above ‘E’ note has obtained as 41.85 Hz. However, the

actual pitch value for the note ‘E’ in 1st octave is 41.20 Hz. This correct pitch

value has achieved as the reference pitch value through the difference function.

Figure 5.5 shows a long period sample melody input and its outputs for intermedi-

ate steps in YIN. Figure 5.6 shows the output pitch estimations for that particular

melody sample without applying the tuning process.

Figure 5.5: YIN process for a long-period melody sample
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Figure 5.6: YIN output for a long-period melody sample

Though, as explained in the above sample melody, the YIN was succeeded to

achieve more accurate estimations for the note pitch values.

5.2 Overall Evaluation

As the required monophonic melody dataset, a set of recorded audio melodies are

considered as the unknown monophonic vocal and instrumental melodies. Mainly

there are two different types of audio formats as lossless audio formats and lossy

audio formats. Lossless audio formats such as WAV, FLAC, and AIFF etc. pre-

serve the original data as it is, whereas lossy audio formats such as MP3, OGG etc.

omit some data from the original data. However, the file size of lossless audio files

is larger than the lossy audio file size. Despite the large file size, WAV audio format

at a sampling rate of 44 100 Hz is used in these recorded vocal melodies. Each

sample audio contains 12 to 16 seconds long melodies. The sample audio clips are

used to analyze the feature extraction phase of the design and all the behaviours

are encountered through the theoretical concepts.

However, the proposed design is analyzing a set of notes as a sequence one at

a time. Therefore, it is necessary to have a set of melodies which includes a large

set of patterns in all the scales. Since this research is assumed to use only major

scale patterns, the dataset should include melodies with different types of patterns

of all major scale as much as possible. This is a very important fact to train the

LSTM model with more possible patterns. But in the real world, some music scales

occur in very few songs or melodies. As an example, there are only a few sinhala

song melodies in B major scale. Therefore it is hard to have an equal no of melodies
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for each scale type. The dataset has performed with melodies in all seven major

scales as much as possible.

The overall evaluation of the approach is based on the note event model which was

designed with a LSTM neural network. The final evaluation was done using the

monophonic melody dataset which has collected under the mentioned conditions.

95% of melodies in this dataset are vocal melodies and the rest of the melodies are

instrumental melodies. However, all the melodies consist of single vocal melody or

a single instrumental melody. Therefore, the dataset is fully concerned as a set of

unknown monophonic melodies.

5.2.1 Training

The model has trained with a set of melody note patterns in all seven major scales

which includes more precise scale related notes. The model was designed to train

on note event sequences of predefined length and to predict the next note event

of that sequence. The note sequences length was chosen as seven for the LSTM

model. In order to have an unbiased training process, the training data has collected

across all major scales as presented in the Table 5.1. Implemented model in Keras

was trained with the model.fit() function for 150 epochs with the batch size of 64

samples.

Table 5.1: Training Dataset

Training Data

Scale Samples Total Note Event Patterns

C Major 29 1698

D Major 24 1260

E Major 23 991

F Major 39 1822

G Major 25 1263

A Major 27 1390

B Major 11 673

Total 178 9097

45



5.2.2 Testing

The trained model was tested with a set of unknown monophonic melodies, which

already contains melody samples of all major scales. Table 5.2 shows the testing

dataset which was also collected across all major scales. This test data set was

collected from a melody set which has more less pleasant melodies. The reason

for taking that kind of melodies for the testing process is to have much more scale

unrelated notes. Note events are detected through the estimated pitch values of the

melodies. As in the training process, note event sequences of the same predefined

length are tested to predict the next note event of the pattern. The predicted note

event is then tested with the actual note event of the sequence. Final prediction

decision has taken upon these two note events based on the distance measure.

Table 5.2: Testing Dataset

Testing Data

Scale Samples Total Note Event Patterns

C Major 19 1423

D Major 14 980

E Major 12 891

F Major 19 1445

G Major 18 1087

A Major 13 995

B Major 4 203

Total 99 7024

5.2.3 Test Results

The LSTM model has designed to predict the next upcoming note event of each

note pattern. This predicted note event is then compared with actual note event

to have the final prediction. Though, the final prediction will provide the result as

whether the observed note is an anomaly or a not. Table 5.3 presents the results

obtained from the model for each pattern in each group of scale. The performance of
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the anomaly detection was measured with error rate for each major scale category.

As mentioned there, the model was able to achieve 68.2% overall accuracy.

Table 5.3: Results for test data

Scale True Predictions False Predictions Error Rate

C Major 1002 421 0.295

D Major 675 305 0.311

E Major 620 271 0.304

F Major 1090 355 0.246

G Major 659 428 0.393

A Major 642 353 0.355

B Major 102 101 0.497

0.318

Figure 5.7: Accuracy by Scale Groups

5.2.4 Comparison with known piano melodies

In here, an additional evaluation was done for the note event model with a mono-

phonic piano melody data set. The main aim of this additional evaluation is to

compare the performance of the model between two different data representations.

The piano melodies which are used here are collected with their MIDI pitch value

representations. Therefore, those melodies do not need the initial pitch detection

as their pitch values are already known.
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Table 5.4: Performance of the model for piano melody dataset

Scale True Predictions False Predictions Error Rate

C Major 695 45 0.061

D Major 673 92 0.120

E Major 345 89 0.205

F Major 541 93 0.147

G Major 269 86 0.242

A Major 433 145 0.251

B Major 108 42 0.280

0.161

However, the overall accuracy for this piano melody data set has obtained as 84%,

which is better than the previously used unknown monophonic dataset. The Table

5.4 shows the performance of the model for this monophonic piano melody set.

The reason for this better performance is that the model did not apply the pitch

estimation process for the melodies. Instead, it uses MIDI references pitch values

which are already defined without any estimation.

5.3 Discussion

The results and the analysis of the pitch detection phase indicate that the pitch

estimations were obtained more accurately with the use of a tuning algorithm. If

this pitch detection was not capable of providing more reliable estimations, then

there is a chance to have falsifiable predictions within the note event model.

The note event model was designed with a Long Short Term Memory (LSTM)

Neural Network as a sequence prediction model. The evaluation results for the

unknown monophonic data indicates that the design of this prediction model is

applicable to the detection of anomalous note changes.

With the comparison with piano melodies of MIDI note references, it is clear that

the model can perform better when the pitch estimations and note event estima-
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tions have their best values. Though, a better pitch detection methodology can

improve the performance of the entire model.

5.4 Chapter Summary

This chapter discussed the results obtained for the proposed model with the de-

tails of the evaluation plan, used dataset and limitations. Results of the note

detection phase have analyzed with selected examples. The overall performance of

the model has obtained nearly 69% accuracy for the used dataset. Also, an addi-

tional evaluation was done for a monophonic piano melody dataset, in order to have

a comparison of results. The obtained results for the first unknown monophonic

melodies are then compared with the results of this piano melody evaluation. As

stated in the discussion Section, this comparison can conclude that a better pitch

detection methodology can improve the performance of the overall model.
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Chapter 6

Conclusion

6.1 Introduction

This chapter focuses on the conclusions based upon the proposed research approach.

The aim, research questions and the objectives of the research as stated in Section

1.2 has been analyzed with the obtained results from the evaluation. Finally the

conclusions are given for the overall research design and the further improvements

are suggested as future works.

6.2 Conclusions about research questions

The main aim of this research was to conduct an anomaly detection approach

for unknown monophonic melodies, by identifying the effects of uncommon note

changes in melody performances evaluation.

This approach was designed to have a more generalize way of anomalous note

detection in the context of computational music content analysis. Thus, following

research question and its sub questions were stated for the approach.

Research Question:

• How to detect anomalous note changes that affect the overall per-

formance evaluation of melodies?
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– How do anomalous note changes affect to the overall performance of a

melody?

– How can one define the anomalous note changes in the sense of uncom-

mon note occurrences in a melody?

– What are the approaches that can be used to detect anomalous note

changes?

As the first step of this research approach, melody evaluation approaches were

analyzed to identify its limitations and barriers which lead to having weak perfor-

mances. The effect of anomalous note changes was then highlighted among them

and had an individual analysis based upon that effect. Since there are several

melody evaluation approaches in literature, it was important to figure out the limi-

tations of those methods regarding the context of note change events in the melody

sequences.

In this study, anomalous note changes were defined as the scale unrelated note

changes of a melody. Effects of harmonies and other variations of melodies are

ignored and all the melodies were considered as just simple monophonic melodies.

Among the identified uncommon note events, a rule set for its scale was defined to

remark the anomalies in the note sequence in a melody.

In literature, there are different kinds of machine learning based methods have

used as the anomaly detection approaches for sequential data. Long Short Term

Memory (LSTM) was chosen among them, which was already used in computer

based music content analysis approaches such as melody transcription, melody cre-

ation etc. Also LSTM was able to perform better in sequential data analyzing

approaches as well.

Though, as the required technical perspectives, a set of signal processing and

machine learning approaches have been applied in this approach, to identify the

above-defined anomalous note changes in unknown monophonic melodies.
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6.3 Conclusions about research problem

A novel approach was proposed to detect anomalous notes changes of musical

melodies. The proposed model is composed with two main phases. Within the

first phase, melodies are processed to have their pitch estimations through steps

of feature extraction and fundamental frequency estimation. Then a Long Short

Term Memory (LSTM) neural network is employed as a note event model for the

detection of ‘anomalous notes’ regarding the estimated pitch of sampled melody

signals.Though by introducing a LSTM based neural network method as a note

event model, this research encountered the anomalous note change detection of

unknown monophonic melodies. Note event model uses the melodies which are

already processed through several stages of melody processing steps.

This study contributed to the domain of computational music content analysis

by conducting an approach for anomalous note change detection. This approach is

capable of detecting anomalies of note events of unknown monophonic melodies as

the simplest type of musical melodies. This study provides a methodology, which

can be applied as an application for melody performance evaluation to improve

their results. Also, comparison with the existing melody transcription approaches,

this study can be introduced as an improvement for the note event estimation.

By identifying and eliminating anomalous note changes, melody transcription can

provide better score information with more accurate note sequences as the output.

This can be also combined with the melody performance evaluations as well. The

combined process will provide a better melody performance evaluation results by

minimizing the effect of anomalous note changes.

6.4 Limitations

This study was mainly designed to focus on unknown monophonic melodies. Mono-

phonic melody is the simplest texture of music. It is the biggest limitation as a

novel approach for anomalous note change detection. The monophonic melodies

are considered to have no harmonic or any other variations within the melodies

in order to detect the scale unrelated note changes as anomalous note changes.
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Therefore, this study of anomalous note change detection was designed to follow

an accurate way of anomaly detection in a selected category of music melodies

under certain conditions.

6.5 Implications for further research

Identification of different types of variations of the pitch can provide more reliable

results for anomalous note change detection regarding the scale unrelated note

events. Thus, this study can be further implicated to have such a way to dis-

tinguish the variations of the pitch from anomalous note changes. However, for

polyphonic melodies, it is difficult to identify anomalous note events among two

or more simultaneous pitch sounds. But that is also possible to conduct a more

complicated approach based on this study, to perform under polyphonic melodies

as well.
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Appendix A

Frequencies for Music Notes

Table A.1: Frequency values for music notes

Note Frequency (Hz)

C0 16.35

C\0/DZ0 17.32

D0 18.35

D\0/EZ0 19.45

E0 20.60

F0 21.83

F\0/GZ0 23.12

G0 24.50

G\0/AZ0 25.96

A0 27.50

A\0/BZ0 29.14

B0 30.87

C1 32.70

C\1/DZ1 34.65

D1 36.71

D\1/EZ1 38.89

E1 41.20

F1 43.65

Note Frequency (Hz)

F\1/GZ1 46.25

G1 49.00

G\1/AZ1 51.91

A1 55.00

A\1/BZ1 58.27

B1 61.74

C2 65.41

C\2/DZ2 69.30

D2 73.42

D\2/EZ2 77.78

E2 82.41

F2 87.31

F\2/GZ2 92.50

G2 98.00

G\2/AZ2 103.83

A2 110.00

A\2/BZ2 116.54

B2 123.47
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Note Frequency (Hz)

C3 130.81

C\3/DZ3 138.59

D3 146.83

D\3/EZ3 155.56

E3 164.81

F3 174.61

F\3/GZ3 185.00

G3 196.00

G\3/AZ3 207.65

A3 220.00

A\3/BZ3 233.08

B3 246.94

C4 261.63

C\4/DZ4 277.18

D4 293.66

D\4/EZ4 311.13

E4 329.63

F4 349.23

F\4/GZ4 369.99

G3 392.00

G\4/AZ4 415.30

A4 440.00

A\4/BZ4 466.16

B4 493.88

Note Frequency (Hz)

C5 523.25

C\5/DZ5 554.37

D5 587.33

D\5/EZ5 622.25

E5 659.25

F5 698.46

F\5/GZ5 739.99

G5 783.99

G\5/AZ5 830.61

A5 880.00

A\5/BZ5 932.33

B5 987.77

C6 1046.50

C\6/DZ6 1108.73

D6 1174.66

D\6/EZ6 1244.51

E6 1318.51

F6 1396.91

F\6/GZ6 1479.98

G6 1567.98

G\6/AZ6 1661.22

A6 1760.00

A\6/BZ6 1864.66

B6 1975.53
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Note Frequency (Hz)

C7 2093.00

C\7/DZ7 2217.46

D7 2349.32

D\7/EZ7 2489.02

E7 2637.02

F7 2793.83

F\7/GZ7 2959.96

G7 3135.96

G\7/AZ7 3322.44

A7 3520.00

A\7/BZ7 3729.31

B7 3951.07

Note Frequency (Hz)

C8 4186.01

C\8/DZ8 4434.92

D8 4698.63

D\8/EZ8 4978.03

E8 5274.04

F8 5587.65

F\8/GZ8 5919.91

G8 6271.93

G\8/AZ8 6644.88

A5 7040.00

A\8/BZ8 7458.62

B8 7902.13

Reference : http://pages.mtu.edu/suits/notefreqs.html
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Appendix B

Code Listings

B.1 YIN Pitch Detection

B.1.1 Autocorrelation Method

1 de f a u t o c o r r e l a t i o n ( s i gna l , tau , w) :

2 autocorr mat = np . z e ro s ( ( s i g n a l . s i z e //(2∗w) , w) , np . f l o a t 3 2 )

3 s i g o r i g = l i s t ( s i g n a l )

4 f o r i in range ( autocorr mat . shape [ 0 ] ) :

5 t = 2∗ i ∗w

6 s i g n a l = s i g n a l o r i g [ t :w+t ] − np . mean( s i g o r i g [ t :w+t ] )

7 x tau = x o r i g [ t+tau : t+tau+w]

8 − np . mean( x o r i g [ t+tau : t+tau+w] )

9 autocor r = np . c o r r e l a t e ( s i g t au , s i g t au , ’ f u l l ’ )

10 autocorr mat [ i , : ] = autocor r [ autocor r . shape [ 0 ] / / 2 : ]

11 re turn autocorr mat

Python Code B.1: Autocorrelation method in YIN

B.1.2 Difference Function

1 de f d i f f e r e n c e f u n c t i o n ( auto corr mat , s i gna l , w) :

2 d i f f f n m a t = np . z e ro s ( auto corr mat . shape , np . f l o a t 3 2 )

3 f o r i in range (0 , d i f f f n m a t . shape [ 0 ] ) :

4 d i f f f n m a t [ i , : ] = ( auto corr mat [ i , 0 ]

5 + a u t o c o r r e l a t e ( s i gna l , i , w) [ i , 0 ]

6 − 2 ∗ auto corr mat [ i , : ] )
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7 re turn d i f f f n m a t

Python Code B.2: Difference function in YIN

B.1.3 Cumulative Normalized Mean Difference Function

1 de f c u m u l a t i v e d i f f e r e n c e f u n c t i o n ( d i f f f n m a t ) :

2 cum di f f mat = np . z e r o s ( d i f f f n m a t . shape , np . f l o a t 3 2 )

3 cum di f f mat [ : , 0 ] = 1

4 f o r t in range ( d i f f f n m a t . shape [ 0 ] ) :

5 f o r j in range (1 , d i f f f n m a t . shape [ 1 ] ) :

6 cum di f f mat [ t , j ] = d i f f f n m a t [ t , j ] /

7 ( (1/ j ) ∗sum( d i f f f n m a t [ t , 1 : j +1]) )

8 re turn cum di f f mat

Python Code B.3: Cumulative Mean Normalized Difference function in YIN

B.1.4 Absolute Threshold Method

1 de f b s o l u t e t h r e s o l d ( cum dif f mat , f r eq range , thresho ld , f s ) :

2 tau min = i n t ( f s ) // f r e q r a n g e [ 1 ]

3 tau max = i n t ( f s ) // f r e q r a n g e [ 0 ] − 1

4 t a u s t a r = 0

5 minimum = 1e9

6 taus = np . z e ro s ( cum di f f mat . shape [ 0 ] , np . in t16 )

7 f o r i in range ( taus . s i z e ) :

8 cum d i f f eq = cum di f f mat [ i , : ]

9 f o r tau in range ( tau min , tau max ) :

10 i f cum d i f f eq [ tau ] < th r e sho ld :

11 taus [ i ] = tau

12 break

13 e l i f cum d i f f eq [ tau ] < minimum :

14 t a u s t a r = tau

15 minimum = cum di f f eq [ tau ]

16 i f taus [ i ] == 0 :

17 taus [ i ] = t a u s t a r

18 re turn taus , cum di f f mat

Python Code B.4: Absolute Threshold Method in YIN

62


