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Abstract

With the recent advancements in the area of information technology, informa-

tion has become available in large quantities. Though the availability has increased,

the value of correct and meaningful information has not gone down and considered

as one of most valuable resources. But, due to the high number of resources and

the increase in content, time taken for accessing the required information has also

increased. Hence, it is more important to access the desired information within the

required time. In this case, the value of the concepts of summary and more impor-

tantly title reaches a great value. When considering a document, a title presents

a compact representation of what is included in the document. Hence title is im-

portant in capturing the main idea of a document quickly, without spending time

on reading the whole article. Then a reader can make the decision whether the

document is useful for the purpose he/she intended to use it.

In this work, two approaches in selecting words to be included in the title for a

given Sinhala document is discussed. Both the approaches use statistical features

from a selected corpus to include words in the title. First approach considers

the words included in the titles and the structure of the corresponding document,

while the second approach focuses on translation from words in the document to

the words contained in the title.

Two approaches were evaluated using human evaluation and automatic (aver-

aged F1 score) evaluation. Though similar approaches have obtained acceptable

results with the work done on other languages, by the results of this work, it is clear

that statistical approaches are not the go to method for the title word selection

task in Sinhala Language. This can be mainly due to the high complexity of the

language organization and also the structural distance of Sinhala Language from

the languages which these approaches have shown better results.
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Preface

Two approaches are described in this work to provide a solution to the problem

of title generation for Sinhala language texts. First approach is based on a statisti-

cal method for title word selection while the second employs statistical translation.

Both the approaches have been proposed earlier for similar work done on other

languages (Hindi and Telugu).

However, these approaches have not been attempted on any work in the domain

of title generation for Sinhala language texts. The evaluation model introduced

in this dissertation contains automatic and manual evaluation methods. While

the automatic measures have been already employed in the domain, the manual

evaluation process was proposed by myself with the input of research supervisors

to measure the relevance of the suggested title words from each model.
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Chapter 1

Introduction

1.1 Background to the Research

With the improvement of the technology, methods of generating and making avail-

able of information has been increasing exponentially. On the other hand, high

value of correct information has reached its peak. With the busy schedules of

modern day people, it has become difficult to go through every bit of information

available to someone to check whether it is really relevant for a particular person or

not. But with the rapid growth of world wide web, most of the information made

available has become unstructured, and hence it has become a problem of access-

ing correct information at the correct time. Therefore, in identifying the relevance

of available information for a person without spending much time, for a body of

information concepts of summary and title has gained a great importance.

A summary of a text provides most important contents of the text in a con-

densed manner providing the general idea of what the text is about. In general,

many forms of summaries can be found in day to day usage such as abstracts, ti-

tles, headlines ,table of contents, outlines, minutes, previews, synopses, reviews, di-

gests, biographies, abridgments, bulletins, sound bites, histories [1]. As mentioned

above, generation of titles comes under the task of summarization, providing a

more shorter length sentence or a phrase denoting the main theme of the text.

With the introduction of the Unicode standard for Sinhala language, Sinhala

related e-content generation, storing and publishing has been increased which now

has even led to the problems concerning quality and the quantity of the content.

There are instances where titles assigned to text are misleading in a way that the

title is not indicating the exact idea conveyed in the text. This can be done on
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purpose for marketing gains of the writer or can be due to the writer’s inability

to assign a meaningful title. Either way this removes the basic value of a title. If

there is a predefined representation to a title, this ambiguity can be overcome by

providing a well formed word group related to the text content as a title.

The motivation towards this research has been driven with the idea of intro-

ducing an acceptable method for selecting words for a representation which can

overcome above mentioned ambiguity issues and providing a model which assigns

a titles for documents in Sinhala language using that representation.

1.2 Research Problem and Research Questions

With the flooding of Sinhala texts with large number of resources, Sinhala readers

in the cyber world has increased. But there is no clear accepted representation

of a title for documents written in Sinhala language, resulting poor representation

of document content and misleading readers. Hence there is a need for a method

of generating titles for Sinhala documents in Sinhala language automatically, a

problem which is yet to attempt to solve.

Considering this research problem, the generated research question is as follows:

• What is the most suitable method to select title words from a text written

in Sinhala Language?

1.3 Justification for the research

Having a well-defined model to assign titles holds a great significance in many

practical scenarios. One of the main usages is that the ability to use such model

to title articles or documents in order to avoid readers from being misled based

on the writer assigned title. This can be achieved by incorporating such a model

and providing the generated title with the writer assigned title. Also, as already

mentioned, since title generation task can be viewed as a highly condensed sum-
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marization problem, findings of this research can be applied in the summarization

tasks up to a certain extent.

In text containing large number of paragraphs or sections such as legal docu-

ments (acts, case documents, etc.), there is no easy way to access a required part

of the document easily. If there is a way of assigning titles for those sections, it can

be used as an indexing mechanism. For devices with limited display or bandwidth,

summarizing web pages or email content can be done with the use of a proper title

generator.

Though this research concerns on objective aspects, after defining a proper

framework, using the outcomes of the research, based on a social study, it can be

incorporated to develop a model to generate subjective titles based on a requirement

in future. For example, generating politically biased titles for news articles can be

attempted.

Furthermore, usage of automatic title generation is not limited to written ar-

ticles. It can be used to create titles for machine-generated texts, such as speech

recognition transcripts and machine translated documents. Providing compressed

descriptions for search results in search engines and augmenting those descriptions

for with a user search query to re-rank and improve the search results can be

performed with the automatically generated titles [1]. The later application of

improving search results is used in contextual text search [2].

Although there has been attempts on automatic text summarization for Sinhala

Language, no recorded attempts are to be found for the task of title generation for

Sinhala Language texts.

1.4 Methodology

Due to the unavailability of a data set suitable to be used in the approaches selected,

first a sufficient amount of articles is collected. Along with the already available

evaluation methods used in the literature, a ranking system is suggested to be used

in the manual evaluation as the next step of the proposed approach. Then the
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preprocessing of the obtained data. Natural Language Processing tasks required

by each approach is performed. Figure 1.1 depicts the overview of the methodology.

Figure 1.1: Methodology

Two main approaches considered are described in the upcoming chapters in

detail.

1.5 Outline of the Dissertation

The dissertation is structured as follows. Chapter two explores the existing ap-

proaches related to the domain of summarization and title generation for English

language and similar Indic languages. Chapter three describes the proposed re-

search design and methodology. Potential ways of addressing the research problem

is discussed in this chapter. Chapter four demonstrates the implementation details

of the proposed methodologies. Chapter five presents the evaluation model and

the evaluation results of the proposed approaches. The last chapter, chapter six

demonstrates the conclusion of the thesis and outlines the future work.

1.6 Delimitations of Scope

This research will be done to find a suitable model for selecting words to be included

in the title in a document written in Sinhala language. Due to unavailability of

suitable dataset and requirement of pre assigned titles for the articles, dataset

used in the research will be a collection of feature articles collected from a website

of Sinhala science magazine assuming the documents are written and titles are
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assigned by people who carry acceptable language usage of Sinhala.

Since linguistic tools and resources employed in the work performed on English

and similar languages are yet to achieve acceptable quality in Sinhala language,

statistical approaches will be considered in this work which is more suitable for less

resourced languages.
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Chapter 2

Literature Review

Title Generation for Sinhala Language is not a previously focused topic. Therefore

background of the research is mainly limited to the work done on Title Generation

for English and other Indic languages. Requirement of natural language under-

standing techniques and natural language synthesis has distinguished automatic

title generation from other similar tasks such as key phrase extraction ([3] ,[4],

[5]), text summarization ([6]), information retrieval ([7]) and information extrac-

tion ([8]), where the only task is to identify the important content of documents.

Yet the task title generation can be considered as an extremely shortened summa-

rization to some extent. Hence, when referring to the earlier work done on title

generation, it can be thought as a summarization problem as well.

In the literature, types of titles are mainly categorized into three groups.

• Indicative – indicates what topics are covered in the text

• Informative – convey the particular concept, event or theme covered in the

text

• Eye-catchers – designed to grab the attention and tempt a person to read the

text

Most of the related work in the literature on title generation can be categorized

to be either an Extractive, a Rule-based or a Statistical approach [1]. From the

above three, based on the selected approach, type of the generated title may differ.
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2.1 Extractive Approaches

By identifying titles as summaries of a very short length, automatic text summa-

rization methods can be used for the task of automated title generation. Three

groups can be identified among the extractive approaches namely surface-level,

entity-level and combination of the two groups[1].

Surface-level approaches find important sentences which are suitable to be in-

cluded in the summary using surface-level features. Baxendale [9] pointed out

sentence position as a feature to find the most important parts of documents. For

this, he used 200 paragraphs and presented the results as the topic sentence came

as the first sentence in 85% and as the last sentence in 7%. But since this approach

is not using the entire document to provide a summary, this was considered not

suitable for summarization tasks. Some other features used for this purpose were

word frequency, cue phrases, and number of key words present in a sentence. Us-

ing 4 features namely, word frequency, positional importance (incorporated from

earlier work), presence of cue words and skeleton of the document individually,

Edmundson [10] proposed a system to generate document extracts.

Later researches have focused on combining these features with the use of ma-

chine learning algorithms. A method which was a derivation of Edmundson [10]

was suggested by Kupiec et al [11]. Using a näıve Bayes classifier, the classification

function categorized sentences if they are worthy of extracting or not. In addition

to the features used in [10], sentence length and the use of uppercase letters were

also included.

Along with the näıve Bayes classifier, Lin [12] considered the dependency of

the features and modeled the problem of sentence extraction using decision trees.

Here he examined a lot of features and their effect on sentence extraction. Some of

the novel features he used were presence of numerical data, proper name, pronoun,

adjective, weekday or month, quotation. In the evaluation, it was seen that out

of the whole data set, decision tree method outperforms the using of näıve Bayes

classifier. While above methods were mostly feature based and non- sequential,
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Conroy and O’leary [13] modeled extracting a sentence from a document using

Hidden Markov Model. Usage of this sequential model was chosen taking the local

dependencies between sentences in to account. Additionally, they used a joint

distribution for the features set, unlike the independence-of-features assumption

used by näıve Bayesian methods. In the experiment, position of the sentence in

the document (built into the state structure of the Hidden Markov Model), number

of terms in the sentence and likeliness of the sentence terms given the document

terms were used as features. Osborne [14] used log linear model to show the

assumption of most of the previous approaches to have feature independence is not

accurate on every instance. In this work, he managed to produce results in favor

of his assumption.

Entity-level approaches for the task are syntactic analysis, discourse analysis

and semantic analysis. These methods depend on linguistic analysis of text in

obtaining linguistic structures such as discourse structure, syntactic structure and

rhetorical structure to create a summary.

Some work has been done combining the surface-level approaches and entity-

level approaches as well. Aone et al [15] used a näıve Bayes classifier. Their system,

DimSum used features such as term frequency and inverse document frequency to

derive signature words. In their work, an entity tagger was used and discourse

analysis was done to reference the same entities in the text.

Main advantage of using extractive approaches is that there is no need to con-

sider the title generation as a special problem, and can use an existing summa-

rization technique to generate a highly compressed summary which can be used as

a title. But the main issue of using these techniques for title generation is when

the compression rate is well below 10%, the quality of the generated summaries is

poor. Since most of the articles contain titles between 10-15 words, the required

compression rate becomes lower than 10% resulting poor quality titles. Another

problem with this approach is that that the smallest unit of summarization may

become longer than the required length of the title. Another drawback of this

approach is that the generated title is limited to the phrases and words present in
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the original text.

2.2 Statistical Approaches

This approach depends on the availability of a large training corpus and works in a

supervised learning setting. The model is trained to learn the correlation between

articles and the corresponding titles. Then, the trained model is applied to generate

the titles of novel documents. In general, compared to the other approaches, this

method is considered more robust to the noise in the articles given that a large

training corpus is present. Hence, this approach is suitable for machine generated

texts. This approach can be used to produce titles containing words and phrases

which are not included in the article as well.

A Näıve Bayesian approach for learning the document word and title word

correlation was suggested by Witbrock and Mittal[16]. Their research was limited

to a special case of the document word and the title word are same surface string.

Restriction used in [8] to use a special case of the document word and the title

word are same surface string was relaxed by Jin and Hauptmann [17]. They used

K Nearest Neighbor Method for generating titles.

To address the problem as a variant of Machine Translation Problem, Kennedy

and Hauptmann [18] have used iterative Expectation-Maximization Algorithm. A

large corpus of documents with human-assigned titles were required for training

title “translation” models.

Relying in the availability of large set of training data itself becomes a major

disadvantage of the statistical approaches. Furthermore, since statistical methods

compute the correlation between every article word and every title word throughout

the training data, it is more computationally expensive than other methods.
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2.3 Rule Based Approaches

Rule based approaches are somewhat similar to extractive approaches in using lin-

guistically motivated heuristics to create a title that guide the choice of a potential

title. Hedge Trimmer [19] is an example of this category which uses a parse and

trim scheme. The approach in Hedge Trimmer is very similar to the sentence com-

pression work of Knight and Marcu [20], where a single sentence is shortened using

statistical compression.

The system creates a headline for a news article by removing constituents from

the parse tree of the lead sentence of the article until a certain length threshold is

reached. Linguistically motivated techniques guide the choice of what constituents

should be removed and retained.

Main advantage of Rule based techniques is that there is no requirement of

prior training on a large corpus of headline-story pairs since there is no model

to be learnt. But deciding which single sentence best reflects the contents of the

entire news article is a difficult task. Often, news stories have important pieces

of information scattered throughout the article and the approach of trimming the

lead or a single important sentence can be unsuccessful in practice.

2.4 Attempts on Non-English Languages

Since Sinhala is a language very distant from English language, in this section,

some of the previous works performed on Indic Languages, which are more closely

related to Sinhala Language than English Language is discussed in this section.

In the attempts on automatic summarization of Tamil language texts, an extrac-

tive approach using a sub graph was employed in [21] with the use of a Language

Neutral Syntax and logical form of semantics in each document. A Suppport Vec-

tor Machine was used as the training mechanism. [22] has used a graph theoretic

scoring technique for ranking sentences based on word frequency, position of word

in a sentence and a sentence weight using string pattern. The system has achieved

10



a Rouge score of 0.4723. Similar sentence weighting mechanism was employed in

[23], which was done for Hindi Language achieving 85% average accuracy.

In an attempt to generate gist for Hindi news articles [24], authors have achieved

0.602 F1 score using a combination of 3 models. Employing statistical translation

for Telugu [25], which was originally introduced for English language in [18], authors

have achieved 3.52 score from human evaluation on 150 articles, out of 5 (5 - very

good, 1 - extremely bad). The above two approaches are explained in detail in next

two chapters.

Among the above approaches, statistical approaches can be identified as the

most suitable for generating indicative titles since they scan whole article to select

title words. For generating informative headlines, Rule based linguistic techniques

like hedge trimmer is more suitable since they occupy a method of trimming the

most important sentence to an acceptable length for a title. Extractive approaches

tend to provide either an informative title or an indicative one.
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Chapter 3

Design

This chapter explicates the proposed solutions to the research problem. It consists

of four major sections namely introduction, data set, preprocessing and Title word

selection. Introduction section provides an idea on why the selected approaches

are chosen. Data set section explains why and how the unit of analysis was chosen.

Preprocessing section describes what operations were done on data before it was

analyzed. Under title word selection, each approach used in the work is described

in detail.

3.1 Introduction

As described in the previous chapter, title generation task has been attempted

in three major approaches. Among them, rule based approaches require accurate

linguistic resources if they are to be employed. On the other hand, while requiring

linguistically motivated techniques, extractive approaches suffer from the mismatch

between the length of the unit of extraction and the length of the title. Due to

Sinhala being a low resourced language, models selected in this work is limited to

statistical context.

3.2 Data set

Similar to the general statistical approaches, selected models for the work requires a

corpus of title-document pairs. It also requires the documents in the data set to be

of similar context. Therefore, feature articles of the weekly magazine ”Vidusara”

was chosen to be used as the data set for this work.
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Scrapy, a python web-crawling framework is used to extract data from the

magazine’s web site. A pattern is observed in the URL of web page for each article.

Extracted articles are then re-analyzed before including into the final data-set.

3.3 Preprocessing

During the preprocessing stage each article is stripped off of unnecessary content

such as writer’s name and details. Then functional words are removed. Resulting

articles are then used to create a word list in order to perform stemming on the

corpus. This process is explained further in next chapter.

3.4 Title World Selection

Approaches chosen for selecting words to be included in the title are previously

employed for Hindi c, Telugu [25] and English [18]

3.4.1 Statistical Approach

This approach is adopted from [24] which was done for gist generation for news

articles written on Hindi Language. The main concern here in [24] was to select

informative words based on three models. This was adopted to select words which

are important to be included in the title in this work. Three models used in the

work are,

1. Sentence Position Model

2. Informative Word Position Model

3. Text Model

Sentence position model captures the sentence position information. Informative

word position model identifies the information regarding the likeliness of the first

13



appearance of a document word while the text model basically captures the cor-

relation between title words and document words. A detailed explanation of the

above three models is provided in the next chapter.

3.4.2 Statistical Translation Approach

This approach is adopted from [18] which was based on IBM machine translation

approach. In IBM Machine Translation Approach, given a source language string

s, finding the target language text string t most likely to represent the translation

that produced s, i.e., find

Argmaxtp(t|s) = Argmaxtp(s|t) · p(t)[Bayes]

This definition is used in the title word selection context as for a given document,

finding the title most likely to represent the translation that produced the docu-

ment.

Argmaxtitlep(title|document) = Argmaxtitlep(document|title) · p(title)

In machine translation tasks [26] has used an English language model to estimate

the prior probabilities p(t). Similarly, to estimate p(title), [18] a standard trigram

language model to define a space of possible titles and their prior probabilities is

used. In this work, a unigram model of title words is used for that purpose. Esti-

mating the Argmaxtitle(document|title) is explained in the implementation chapter.
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Chapter 4

Implementation

4.1 Preprocessing

After obtaining the documents and cleaning the documents, Functional Words were

removed from the documents in the data-set. Since both the approaches were based

on statistical methods, it is required to perform stemming on the articles. To this

end, to identify stems a special procedure was used.

All Sinhala words are collected to prepare a word list as the first step. This list

is then sorted in the alphabetical order. Based on a pre-identified Sinhala suffix list,

starting from the first word, following actions are performed in the sorted order.

Steps followed are given in the Algorithm 1. First word of the list is taken as the

current stem.

Figure 4.1 shows some sample stems generated using the above method.

Figure 4.1: : Sample of results of the stemming process

Based on the generated stems, the corpus is stemmed.
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input : Alphabetically sorted word list

Suffix list

output: Words with their corresponding stems

cur word ← First word in word list;

cur stem ← curword;

while world list has more words do

cur word ← next word from the word list;

if cur word starts with cur stem then

if cur word ends with a suffix in the suffix list then

stem[cur word] ← cur stem;

else

stem[cur word] ← curword;

cur stem ← curword;

end

else

stem[cur word] ← curword;

cur stem ← curword;

end

end

Algorithm 1: Algorithm for assigning stems to words
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4.2 Title Word Selection

4.2.1 Statistical Approach

As described in the previous chapter, statistical approach consists of three models

to assign a score to each article word in order to select title words.

Sentence Position Model

From the early approaches of summarization, sentence position is considered as a

key feature when selecting words or phrases which represents the salient theme of

a text [9]. This idea is taken into consideration here as a step in selecting suitable

title words.

CountPosi =
M∑
k=1

N∑
j=1

P (Gk/Wj)

For each sentence position i over all M texts in the collection and over all

the words in the M titles (each containing up to N words), Countpos records

the number of times where sentence position i has the first appearance of any

informative word. P(Gk|Wj) is a binary feature. This value is calculated for all

sentence positions from 1 to P.

P (G|Posi) =
CountPosi∑P
p=1 CountPosp

Resulting P(G|Posi) represents each sentence position containing one or more title

words.

Informative Word Position Model

This model is intended to identify information related to each document word.

P (Posi|Wg) =
Count(Posi,Wg)∑P
j=1Count(Posj,Wg)

For each document word Wg likeliness of the word Wg appearing at position i is

calculated using this model.
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Text Model

Text model is designed to capture the correlation between words in text and words

in key phrases.

P (Gw|Tw) =

∑M
j=1(docTF (w, j) · titleTF (w, j))∑M

j=1 docTF (w, j)

Here,

• docTF(w, j) is the TF of word w in the jth document among all documents

in the train set.

• titleTF(w,j) is the TF of word w in the jth title.

• Gw and Tw are words that appear in both the theme and body of the text.

For each instance of Gw and Tw pair, Gw=Tw.

Combined score of the three models is calculated as the product of the values

obtained in three models.

P (G|Wi) = P (G|Posi) · P (Posi|Wg) · P (Gwi|Twi)

4.2.2 Statistical Translation Approach

As explained in the previous chapter IBM translation model is adopted for the task

of title word selection as following equation.

Argmaxtitlep(title|document) = Argmaxtitlep(document|title) · p(title)

In the original statistical translation approach of IBM, they have introduced

several statistical models of alignments based on how the target language sentence

might translate into corresponding words or phrases in a source language sentence.

Among those models, the simplest model(model 1) is used in this work for esti-

mating p(document|title). This model treats the title and document as a “bag

of words”. For a given pair of words, one from the title vocabulary and one from

the document vocabulary, this model simply estimates the probability that the
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document word appears in a document given that the title word appears in the

corresponding title. Thus the model consists of a list of document-word/title-word

pairs, with a probability assigned to each. For a pair to be in the list there must

have been an actual document/title pair in the training corpus where the title word

occurs in the title and the document word occurs in the document. The proba-

bilities are estimated in multiple iterations using the EM algorithm [18]. Each

title word in a document maps to one or more words in the document for a given

alignment. Each document word maps to 0 or 1 title words. If the document word

maps to 0 title words, then it is considered to be mapped to a “null” title word.

All possible combinations of mappings between words of document and title are

allowed and considered to be equally probable. Lengths of the title and document

are considered to be independent. The model is estimating a fixed translation

probabilities for each title-word, document-word pair. The EM algorithm con-

verges to a global maximum in the model. Full implementation of the IBM model

is in Appendix A: under code listing A.2.
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Chapter 5

Results and Evaluation

5.1 Evaluation Criteria

5.1.1 Automatic Evaluation

For evaluating the selected title words for each approach, Precision and Recall

values were calculated against the original titles of the articles. Experimental

results are evaluated using the F1 score calculated based on Precision and Recall.

These metrics are well established and widely used in the field of information

retrieval.

In this work, precision denotes the fraction of the title words that are appearing

in both human assigned original titles and machine selected title words from the

machine selected title words. Recall is the fraction of the title words that are

appearing in both human assigned original titles and machine selected title words

from the words in the human assigned original title. Below equations show the

mathematical definitions used.

Precision =
|{Whuman} ∩ {Wmachine}|

|{Wmachine}|

Recall =
|{Whuman} ∩ {Wmachine}|

|{Whuman}|

Among the variations of F measure, simplest value F1 score is used here which

is the harmonic mean of precision and recall, for evaluations, calculated using below

equation.

F1 =
2 · precision · recall
precision + recall
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5.1.2 Manual Evaluation

Automatic methods cannot be used as the only measure for machine generated title

evaluation due to the difficulty of judging readability and quality by a computer

program because it lacks linguistic skills that a human posses. Human evaluation

does possess drawbacks as,

1. Process of evaluation is tedious

2. Lack of consistency: two human evaluators may not agree with each others’

judgements

Due to above weaknesses, using automatic methods has been popular in related

work because of the quick evaluation process and the consistency due to adhering

to fixed logic in evaluating process.

In Manual evaluation, 8 evaluators were selected. Each evaluator was provided

10 articles along with the selected title words from two approaches and were asked

to assign a score for each title word set based on the relevance to the article text.

Score scale is ranging from 1 to 5 where 5 denotes highly relevant and 1 denotes

not relevant at all.

5.2 Results

Since the average length of the title in the data-set is 10 words, from each approach,

10 words with the highest score were selected as the set of title words for a given

document. Averaged F1 scores obtained for the statistical translation approach is

0.190. For the statistical approach it is 0.152. In the manual evaluation, statisti-

cal model has obtained a score of 1.75 while Statistical Translation approach has

obtained a score of 2.125.
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Chapter 6

Conclusions

6.1 Introduction

In this dissertation two approaches for selecting words to be included in the title

for a given document written in Sinhala Language were tried out and results were

obtained. Based on the results, conclusions are presented in this chapter.

6.2 Conclusions about research question

Among the two approaches discussed, while statistical translation approach has

obtained higher scores in both automatic(0.190 against 0.152) and manual(2.125

against 1.75) evaluations, it cannot be said that it is the best approach to be used

for selecting title words for a given Sinhala language document. This is mainly due

to the less distinction between the two values obtained in each approach.

6.3 Conclusions about research problem

To provide a robust representation of a title for a text, it is important to identify

salient words in that text. Sinhala Language is structurally distant from languages

like English. Therefore it is understandable that these approaches give higher scores

for English and other languages even without using any linguistically motivated

techniques. Hence it should be noted that using pure statistical models for selection

of title words does not provide acceptable results in the task of title generation.
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6.4 Limitations

As explained in the previous chapters, data-set used in this work is a collection of

feature articles. These articles are written by many distinct writers. Furthermore

these articles are not limited to a certain area or field. These factors mainly affect

the structure of the document, which is the most important aspect considered

in statistical models. Furthermore, some titles in the data-set belonged to the

category of eye catchers, which clearly deviates the original assumptions used in

the statistical models of title providing a meaning representation of the document

text.

6.5 Implications for further research

This research was carried out based on the statistical approaches of word selec-

tion used in automatic title generation . The main objective on selecting such

approaches is to carry out the research with minimum available linguistic resources

for Sinhala language. With the availability of a more robust data-set with a articles

having a specific structure, these approaches may provide better results. Therefore

future researchers are encouraged to employ these approaches based on obtainabil-

ity of such a data-set.

Future research on automatic title generation can be enhanced with the develop-

ment of Sinhala linguistic resources. Linguistically motivated rule based techniques

along with the statistical features in a corpus can be used to train the features and

that lead to give better performance for a title generator. Other linguistic resources

such as sentence parsers, taggers, named entity recognizers and WordNet will be

greatly helpful to identify the information in a sentence and then to extract them

and represent in a machine understandable format. Finally, such resources can

be used to regenerate Sinhala language texts which are essential to present the

generated titles in a human readable, meaningful form. The ability of generat-

ing Sinhala language text is vital to create titles which are more closed to human
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assigned titles.
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Appendix A

Appendix A: Code Listings

Listing A.1: Implementation of Stem Generation Algorithm

def s inhala word match ( st rg , s earch=re . compile ( r ’ [ ˆ\u0D80−\u0DFF . ] ’ ) . s earch ) :

return not bool ( search ( s t r g ) )

stop words = [ ]

s u f f i x e s = [ ]

with open( ” Funct iona l . txt ” , encoding = ” ut f8 ” ) as fun :

stop words = fun . read ( ) . s p l i t l i n e s ( )

with open( ” S u f f i x e s . txt ” , encoding = ” ut f8 ” ) as su f :

s u f f i x e s = su f . read ( ) . s p l i t l i n e s ( )

tokens = set ( )

f i l e s = glob . g lob ( ” . . / rawcorpus /∗ . tx t ” )

for f l e in f i l e s :

with open( f l e , encoding=” ut f8 ” ) as f :

t ex t = f . read ( )

#c r e a t i n g token l i s t

tokens . update ( [ token for token in word token ize ( t ex t ) i f s inhala word match ( token ) ] )

s o r t e d t o ke n s = sorted ( tokens )

cur stem = so r t e d t o ke n s [ 0 ]

stems = {}

for token in s o r t e d t o k en s :
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i f token . s t a r t s w i t h ( cur stem ) and token [ len ( cur stem ) : ] in s u f f i x e s :

stems [ token ] = cur stem

else :

stems [ token ] = token

cur stem = token

with open( ” s t e m l i s t . txt ” , ’w ’ , encoding=” ut f8 ” ) as f :

[ f . wr i t e ( ’ {0} {1}\n ’ . format ( token , stem ) ) for token , stem in stems . i tems ( ) ]
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Listing A.2: Implementation of IBM Model

def ge t co rpus ( co rpusd i r ) :

f i l e s = glob . g lob ( co rpusd i r + ” ∗ . tx t ” )

corpus = [ ]

for f l e in f i l e s :

with open( f l e , encoding=” ut f8 ” ) as f :

t ex t = f . read ( ) . s p l i t ( ”</ t i t l e >” )

i f len ( t ex t [ 0 ] ) >7 :

corpus . append ({ ” t i t l e ” : t ex t [ 0 ] [ 7 : ] , ”document” : t ex t [ 1 ] } )

i f VERBOSE:

print ( corpus , f i l e=sys . s t d e r r )

return corpus

def get words ( corpus ) :

def source words ( lang ) :

for pa i r in corpus :

for word in pa i r [ lang ] . s p l i t ( ) :

y i e l d word

return { lang : set ( source words ( lang ) ) for lang in ( ’ t i t l e ’ , ’ document ’ )}

def i n i t t r a n s p r o b s ( corpus ) :

words = get words ( corpus )

return {

word en : {word f r : 1/ len ( words [ ’ t i t l e ’ ] )

for word f r in words [ ’ document ’ ]}

for word en in words [ ’ t i t l e ’ ]}

def t r a i n i t e r a t i o n ( corpus , words , t o t a l s , p r ev t r an s p rob s ) :
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t r an s p robs = deepcopy ( p r ev t r an s p rob s )

counts = {word en : {word f r : 0 for word f r in words [ ’ document ’ ]}

for word en in words [ ’ t i t l e ’ ]}

t o t a l s = {word f r : 0 for word f r in words [ ’ document ’ ]}

for ( es , f s ) in [ ( pa i r [ ’ t i t l e ’ ] . s p l i t ( ) , pa i r [ ’ document ’ ] . s p l i t ( ) )

for pa i r in corpus ] :

for e in es :

t o t a l s [ e ] = 0

for f in f s :

t o t a l s [ e ] += trans p robs [ e ] [ f ]

for e in es :

for f in f s :

counts [ e ] [ f ] += ( t rans p robs [ e ] [ f ] /

t o t a l s [ e ] )

t o t a l s [ f ] += trans p robs [ e ] [ f ] / t o t a l s [ e ]

for f in words [ ’ document ’ ] :

for e in words [ ’ t i t l e ’ ] :

t r an s p robs [ e ] [ f ] = counts [ e ] [ f ] / t o t a l s [ f ]

return t r an s p robs

def i s c onve rg ed ( p r o b a b i l t i e s p r e v , p r o b a b i l t i e s c u r r , e p s i l o n ) :

d e l t a = d i s t anc e ( p r o b a b i l t i e s p r e v , p r o b a b i l t i e s c u r r )
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i f VERBOSE:

print ( de l ta , f i l e=sys . s t d e r r )

return de l t a < e p s i l o n

def t ra in mode l ( corpus , e p s i l o n ) :

words = get words ( corpus )

with open( ” t i t l e w o r d s . txt ” , ’w ’ , encoding=”UTF−8” ) as f :

for word in words [ ’ t i t l e ’ ] :

f . wr i t e ( word + ’\n ’ )

with open( ”document words . txt ” , ’w ’ , encoding=”UTF−8” ) as f :

for word in words [ ’ document ’ ] :

f . wr i t e ( word + ’\n ’ )

t o t a l s = {word en : 0 for word en in words [ ’ t i t l e ’ ]}

pr ev t r an s p rob s = i n i t t r a n s p r o b s ( corpus )

converged = False

i t e r a t i o n s = 0

while not converged :

t r an s p robs = t r a i n i t e r a t i o n (

corpus , words , t o t a l s ,

p r ev t r an s p rob s

)

converged = i s conve rg e d ( prev t rans probs ,

t rans probs , e p s i l o n )

p r ev t r an s p rob s = t rans p robs

i t e r a t i o n s += 1

return t rans probs , i t e r a t i o n s
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