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Abstract

Lip synchronization also known as visual speech animation, is the process of

matching the speech with the lip movements. Visual speech animation has a great

impact in the gaming and animation film industry, due to the reason that it provides

the realistic experience to the users. Furthermore, this technology also supports

better communication for deaf people.

For most of the European languages, lip synchronizing models have been de-

veloped and used vastly in the entertainment industries. However, there are still

no research experiments conducted towards the speech animation of the Sinhala

language. This is due to the Less contribution towards research development and

unavailability of resources.

This research is focused on the problem of achieving a lip synchronization model

for the Sinhala language. This project presents a study on how to map from

acoustic speech to visual speech with the goal of generating perceptually natural

speech animation.

Initially, this study follows a deep learning approach and terminates due to not

having enough video data to achieve a good performance. Next, the experiments

on developing a visemes alphabet is carried out using a static visemes approach on

a video data set created by the author.

The implemented lip synchronizing model was evaluated using a subjective eval-

uation based on six different categories. The model achieved a 69% accuracy for the

subjective evaluation using the static visemes approach. As an initiative research

on speech animation for the Sinhala language, this model accurately animates in-

dividual words rather than long sentences.
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Chapter 1

Introduction

1.1 Background to the Research

Communication is one of the most important aspects of human evaluation. In hu-

man communication, various things are involved such as face, body, voice and social

states. Among them face is a complex surface and very important communication

channel. Face can express emotions such as happiness, anger, sadness and secondly

in verbal communication it can express information. Besides, the third group of fa-

cial cues accompany acoustic speech as visible speech and carry information about

phonetic content. Moreover there are different types of facial cues carrying out

different communication tasks. Visible speech is one of them and it contains the

visual information about speech. It improves the intelligibility significantly, espe-

cially in noisy environments as the movements of the lips can compensate for a

possible loss in the speech signal. Furthermore, the visual component of speech

plays a key role for hearing impaired people.

The use of multiple sources such as acoustic and visual, generally enhances

speech perception and understanding. The process of producing an animation of

mouth that is synchronized with speech input which is also known as ’Lip Synchro-

nization’ is one of the main research topics in this area. There are lots of talking

heads that have been invented in different languages such as English, French, Ara-

bic, Indonesian and Chinese (Rong et al., 2012, Setyati et al., 2017). This project

is centered on speech directed lip-synching and building a talking head for the

Sinhala language.
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With the improvement of technologies and computing power, visualizing speech

with lips synchronization plays a significant role nowadays and it has directed into

new fields such as education, transportation, cognitive education, entertainment

industry, film industry, etc.For instance,hearing-impaired people can benefit from

synthetically generated talking faces by means of visual speech. Lip reading tutors

for hearing-impaired, or language tutors for the children who have difficulties in

speaking can be prepared (Rodríguez-Ortiz, 2008a). In addition to that, video-

phones can be produced to make possible the distant communication of the deaf

people (Power et al., 2007).

1.2 Motivation

Due to the reason that lip synchronization makes characters more realistic, many

industries such as the gaming industry, animation film industry tend to use lip

synchronization for the animated characters to provide a realistic experience for

the users. Motion capturing (M, 2018) is also another technique that maps the

motion of speaking to animation models. However, they suffer from limitations

such as high cost. Using a simple lip synchronization model for the same task

would reduce the cost.

It has been observed in a research study (Rodríguez-Ortiz, 2008b), that people

who are not deaf by birth can read lips properly. Concerning this fact, lip synchro-

nization models can be used as a solution for converting the audio waves into the lip

movements, thus helping deaf people to understand the audio waves. Furthermore

talking heads leads to have a great potential for interactive applications,where user

Interface agents can be developed to be employed in e-learning, web navigation or

as virtual secretary (Bonamico and Lavagetto, 2001). Interactive computer games

with talking faces of virtual characters can be produced. Furthermore, synthetic

talking heads can be used as avatars;animated representations of users in virtual

meeting rooms, or for low bandwidth video tele-conferencing (Eisert, 2003, Oster-

mann, 1998).
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1.3 Research Problem and Research Questions

To achieve the above-mentioned goal of implementing the lip synchronization model,

several research questions are being addressed in the research and they are listed

below.

1. What is the visemes alphabet for Sinhala language to generate speech ani-

mation ?

A viseme is a generic facial image that can be used to describe a particular

sound and it is the visual equivalent of a phoneme or unit of sound in spoken

language. Using visemes, the hearing-impaired can view sounds visually -

effectively, ”lip-reading” the entire human face. Visemes alphabet is derived

from the phoneme alphabet. Some researches have succeeded in deriving

their own visemes alphabet to languages such as English, French, Arabic,

Indonesian and Chinese (Dehshibi and Shanbezadeh, 2014, Rong et al., 2012).

However, for the Sinhala language there are no researches have been done

so far. Thus,deriving our own viseme alphabet for Sinhala language will

be one of the main research questions addressing in this research.Deriving a

vismes alphabet needs a deep analysis of the phoneme set for that particular

language so as to find a suitable approach.

2. What is the proper way to find visemes sequence from the Sinhala text?

After deriving the viseme alphabet, the research work should have find a way

to encode the Sinhala text into the visems sequence, to generate the visual

speech animation.

3. What is the proper way to generate the speech animation?

For a better visualization, the visemes sequence needs to be animated prop-

erly using a 3D human model after generating the visemes sequence.

4. What is the accuracy of the Sinhala speech animation that can be achieved

through the model?

As the final phase, an evaluation will be carried out to find out the accuracy

gain by the lip synchronization model.
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1.4 Justification for the research

The Sinhala language is a low resourced language since the Sinhala speaking pop-

ulation is very low when compared with the global population. Due to the reason

of the less contribution towards the improvement of research areas, there are no

research attempts have been taken to implement a Sinhala talking head while the

other languages like English, Spanish, Chinese (Rong et al., 2012) has implemented

talking heads using various approaches refer .

Deep learning is the state-of-the-art approach to generate the speech anima-

tion for the English language while there are other approaches which are static

visemes approach (Mattheyses et al., 2013) and dynamic visemes approach (Tay-

lor et al., 2012). These deep learning approaches require large speech datasets

and tools for labeling. For English and Chinese languages, there are datasets such

as voxlab,LRS3-TED (Afouras et al., 2018) that are readily available in the field.

However, there does not exist any such labeled speech video data set for Sinhala

language. Therefore, a sinhala speech video dataset along with a derived visemes

alphabet for Sinhala language will be contributed to the research community by

this research.The research also intends to experiment on both deep learning and

static visemes approach at the beginning for finding a better approach for the data

set.

1.5 Methodology

There are several approaches for developing a lip synchronization animation model

such as static visemes approach (Mattheyses et al., 2013), dynamic approach (Tay-

lor et al., 2012) and deep learning approach(Taylor et al., 2017). Among them, a

deep learning approach is the state of the art approach and it shows a better accu-

racy rather than other approaches for the English language. For the deep learning

approach, it requires a large data set which is approximately 10 hours. (Taylor

et al., 2017, 2012). Although there are existing standard datasets available for the

English language. For the Sinhala language, there are no datasets that have been

created regarding visual speech. Since the unavailability of the data and other

resources, this research work is conducted using the static visemes approach.
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In static visemes approach, it requires a visemes alphabet for the language

to derive the speech animation sequence. To derive the visemes alphabet for the

Sinhala language this research work has used the combination of two approaches

which are K means clustering approach and the subjective analysis.

1.6 Outline of the Dissertation

In the Chapter 2, a comprehensive study in describing technologies and perfor-

mances observed by authors in previous researches will be discovered.The research

design together with the high level architectures for addressing the research ques-

tions is presented in the Chapter 3. A comprehensive explanation on the imple-

mentation of research designs is carried out in Chapter 4. Then the experiments

and results observed throughout the research period is evaluated in Chapter 5

descriptively. Finally, Conclusion and future work are discussed in Chapter 6.

1.7 Delimitations of Scope

The below listed are not covered in this research.

1. Modeling the facial emotions when speaking

2. The changes occur in the mouth shapes due to stress and rhythms of the

speech sound

1.8 Conclusion

This chapter present the are of the research study and the questions that are

addressed by this research. The research was justified by analyzing the significance

of the research and outlined the dissertation.
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Chapter 2

Literature Review

Industrial standard audiovisual speech animation often created by manually a

skilled animator or actor with motion capturing technologies (Beeler et al., 2011,

Cao et al., 2015). Although this approach has some advantages such as an artist

can precisely style and time the animation in the manual animator of motion

capturing, the problem is, it is extremely costly and time-consuming to produce.

Therefore, this approach can be applied to automatically produce a production-

quality animated speech for any character when given an audio or text script as

input.

Several studies have been conducted on the filed of lip synchronization for the

languages;English, Arabian, Malaysian, etc. The base point of earlier approaches

of visualizing speech information is visemes which is the visual representation of

phonemes. Visemes are based on the phonemes while phonemes are depended on

the language since each language has different phoneme alphabets.

Traditionally the relationship between the phonemes and visemes are static and

many to one where one viseme can have several phonemes. Two main approaches

that are massively used for grouping the visems are subjective assessment with

human viewers (Montgomery and Jackson, 1983) and the data-driven approach

(Hazen et al., 2004). In subjective assessment, phonemes are mapped to vismes

according to the user responses. However, limitations of subjective assessment

necessitate that the stimuli be simple, so phonemes are presented in the context

of isolated mono- or bi-syllabic words.In this piece of research, authors have used

clustering approaches. For the Persian visemes (Dehshibi and Shanbezadeh, 2014),
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they have used the hierarchical clustering method (Aghaahmadi et al., 2013) to

derive the visemes while this work (Rong et al., 2012) has used fuzzy clustering

and gray relation analysis to derive the visemes groups.When compared with the

subjective assessment data-driven approach provides much better results with han-

dling the effects to some level. The following figure shows some results of visemes

grouping.

Figure 2.1: Example visemes groups corresponding to phonemes

The goal of speech animation is to present the correct articulately dynamics on

a face model. Since a decade of different approaches have been used by researchers

with different technologies. According to the Taylor (Taylor et al., 2017) generally,

the prior work of automatic speech animation can be categorized into three broad

classes: interpolating single-frame visual units, concatenating segments of existing

visual data, and sampling generative statistical models.

Single-frame visual unit interpolation involves key-framing static target poses

in a sequence and interpolating between them to generate intermediate animation

frames (Ezzat et al., 2004). One benefit of this approach is that only a small number

of shapes (e.g. one per phoneme) need to be defined. However, the realism of the

animation is highly dependent on how well the interpolation captures both visual

co articulation and dynamics. When interpolating one can either hand-craft such

interpolation functions, but it is time-consuming to refine and ad-hoc or employ a

data-driven approach based on statistics of visual speech parameters (Ezzat et al.,

7



2004). These approaches make strong assumptions regarding the static nature of

the interpolant and do not address context-dependent coarticulation. This issue

is partially considered in (Ezzat et al., 2004), which uses covariance matrices to

define how much a particular lip shape is allowed to deform, but the covariance

matrices themselves are fixed which can lead to unnatural deformations.

Research work done by grerri (Mattheyses et al., 2013) has used a short sequence

of static length speech data to animate the speech by mapping phonemes to static

visemes groups. The issue of this approach is it needs another process to handle co

articulations by considering language rules which depend on the selected language.

There are no pre-defined rules for languages and since different researches use

different rules to handle the coarticulation and the output depends on the language

rules.

Instead of using static phoneme and visemes mapping Taylor l (Taylor et al.,

2012) has introduced a unit called dynamic visemes which are visems units. The

coarticulation issue was handled by this method and provides much better results

when comparing the static phoneme viseme approach. For feature extraction, they

have used an Active appearance model with multi-segmented appearance parame-

ters and 32 landmarks annotated. But one limitation is that the context typically

considers only the phoneme identity, and so a large amount of data is required to

ensure sufficient coverage overall contexts. Sample-based animation is also limited

in that it can only output units seen in the training data. The below figure shows

the dynamic visemes and the way they are combined to derive the words.

Figure 2.2: Dynamic visemes and combining them to derive the words

8



A more flexible and latest approach is to use a generative statistical model,

such as GMMs (Luo et al., 2014), switching linear dynamical systems switching

shared Gaussian process dynamical models (Deena et al., 2010), recurrent neural

networks (Fan et al., 2015) or hidden Markov models (HMMs) and their variants

(Anderson et al., 2013) or deep learning approaches.

Research work done by Taylor (Taylor et al., 2017) has introduced an effec-

tive and well-performed deep learning approach to automatically generate natural-

looking speech animation that synchronizes to input speech. Moreover, they have

used a sliding window predictor that accurately captures the coarticulation habits

and natural motion of the language and arbitrary nonlinear mapping between

phonemes label inputs and visemes. In the animation of visemes sequence, they

have mainly pose 8 shapes on character rig and create the speech animation lin-

early combining the rig shapes. Moreover, this approach has used a fully connected

network to generate the model and has provided more accurate and efficient results

when compared with the previous approaches. Figure 2.3 shows the pipeline of

this approach.

Figure 2.3: An overview of Taylors system

A research study made by yang chou (Zhou, Xu, Landreth, Kalogerakis, Maji

and Singh, 2018) has presented a novel deep learning-based approach to produce
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the animations directly from the input audio, deriving JALI or FACS based pro-

duction face rig. In this approach, they have used three-stage Long Short-Term

Memory ( LSTM ) network architecture since the motivation of psycho-linguistic

insights (segmenting speech audio into a stream of phonetic groups )are sufficient

for viseme construction. Taylors (Taylor et al., 2017) approach which is mentioned

earlier needs input text transcripts and there is no compact mapping from audio to

animator-centric viseme curves or facial action units. Additionally, this approach

has the ability to overlay speech output with facial expressions. Editing or Refin-

ing animation of the spoken context or it’s style is harder in this approach when

compared to the taylors (Taylor et al., 2017) approach. This network is trained

to map audio to visemes animation which is both sparse and is low dimensional.

Moreover, viseme curves are more directly related to the speech rather than Taylor

(Taylor et al., 2017) which has vismes agnostic mouth shape parameterization.

Research work of ”you said that” by amir (Jamaludin et al., 2019) has proposed

a method to generate videos of a talking face using only an audio speech segment

and face images of the target identity. This approach is different from others since

their output is not an animation, but a face image sequence of a target person. The

speech segment need not be spoken originally by the target person. The authors

have developed an encoder-decoder convolutional network (CNN) model which uses

a joint embedding of the face and audio to generate video frames of the talking

face. They have trained their model using cross-modal self-supervision. Moreover,

the authors have successfully proposed an approach to re-dub videos.

The research work done by Hang Zhou (Zhou, Liu, Liu, Luo and Wang, 2018)

has proposed Disentangled Audio-Visual System (DAVS), an end-to-end trainable

network for talking face generation by learning disentangled audio-visual represen-

tations. They have specifically trained their network for different people using a

three encoder network to train the Disentangled Audio-Visual System. The out-

puts generated are as same as amirs (Jamaludin et al., 2019) work. Figure 2.4

shows their output.
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Figure 2.4: Overview of hangs work

2.1 Summary

As a summary of this chapter, the following points can be highlighted.

1. Research has been conducted on speech animation for languages such as

English, French, chinese and Persian languages. However, there is no any

available research for Sinhala speech animation

2. Mainly researchers have used three different approaches which are static

visemes , dynamic visemes and deep learning approaches to generate the

speech animation.

3. The dynamic visemes approach provides more accurate result than the static

visemes approach and deep learning approach provides the best result among

all the three approaches.

4. The state of the art approach is to generate a speech animation model from

a deep learning approach.

5. For the static visemes approach, it needs to find a visemes alphabet for the

language as the initial step. The two main approaches to derive visemes

classes are subjective analysis and clustering approach.
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Chapter 3

Research Design

In this chapter, two research designs that are implemented to solve the above

mentioned research problems will be addressed in detail. The first approach is

based on deep learning techniques while the second approach is based on the static

visemes alphabet.

• Deep learning approach

• Static visemes approach

For the deep learning approach, it requires a large amount of data of visual

speech to get the better performances. The specialty of static visemes approach

is that it can derive the visual mouth shapes to corresponding sounds without

training data and by only using the consonant vowel combinations.

3.1 Deep learning approach

The high-level architecture relevant to the deep learning approach is depicted in

Figure 3.1 .
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Figure 3.1: High-level architecture of deep learning approach

Above research design can be categorized into three main phases; data set cre-

ation, training and retargeting and these will be discussed in the following sections.

3.1.1 Generation of speech corpus

The data set is drawn from an audiovisual corpus containing an actor reciting 2000

distinct Sinhala sentences from the UCSC LTRL sentences collection in a neutral

speaking style under the control environment. Videos are recorded to capture the

frontal view of the face at 25 frames per second at a resolution of 1280 by 720

progressive scan and the total data set runs to approximately 10 hours.

3.1.2 Visual speech prediction model Generation

A deep learning approach is used to automatically generate natural-looking speech

animation that synchronizes to input speech. This approach uses a sliding win-

dow predictor that learns arbitrary nonlinear mappings from phoneme label input

sequences to mouth movements in a way that accurately captures natural motion

and visual coarticulation effects.
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3.1.3 Tracking and feature extraction

For this task, an Active Appearance Model is used for feature extraction of the face

images. Active Appearance Models (AAMs) (Cootes et al., 2001) provide a means

for tracking the speech articulators in a video. The shape of an AAM is defined by

the two-dimensional vertex locations of a mesh that delineates the inner and outer

lip contours and the jaw. Then the model is built by hand-labeling a small number

of training images with the vertices that define the mesh. These training meshes

are then normalized for similarity.

The appearance of an AAM is defined over the pixels within the shape mesh, x =

(x; y)T2s0 and is constructed by warping each training image to the mean shape

and then applying PCA to give a compact linear model of appearance variation.

Here, the inverse compositional project-out AAM algorithm Matthews and

Baker (2004) is used to track the facial features. For analysis, rather than building

an AAM with a single appearance component.

3.1.4 Phonetic Annotation

The video data and the sentence list is aligned correctly and the phonetics are

annotated to feed the deep learning neural network. Here, Sinhala letters are

annotated with the alphabet.

3.1.5 Deep learning sliding window Approach

The sliding window approach which is used in this research is inspired by [Kim

et al. 2015]. Unlike other approaches, this model can handle coarticulation in-

ternally. Coarticulation effects can exhibit a wide range of context-dependent

curvature along with the temporal domain. For an example, the curvature of the

first AAM parameter, vary smoothly or sharply depending on the local phonetic

context and also the coarticulation effects are localized and do not exhibit very

long-range dependencies. These assumptions motivate the main inductive bias in

this learning approach, which is to train a sliding window regressor that learns to

predict arbitrary fixed-length subsequences of animation. The prediction pipeline

is summarized below,
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• Decompose the input phonetic sequence x into a sequence of overlapping

fixed-length inputs (x1,x 2, ...,x T ) of window size Kx

• For each xj , predict using h, resulting in a sequence of overlapping fixed-

length outputs (y1,y 2, ...,y T ), each of window size Ky

• Construct the final animation sequence y by blending together (y1,y 2, ...,y T )

using the frame-wise mean

h is the initiate using a deep neural network which is a fully connected network

with a(sliding window) input layer connected to three fully connected hidden layers

and a final output layer.

3.1.6 Rig-Space Retargeting

To generalize the output face model, predicted animation must be retargeted. AAM

model captures both appearance and shape parameters and to retarget these pa-

rameters any character model can be used. This work intends to use piece-wise

linear retargeting where a small set of poses is manually mapped from the reference

face model to the target face model.

3.2 Static viseme approach

The concept of this approach is to derive the visemes alphabet from phonemes. The

approach to the first research question is addressed here. The high level design of

deriving visemes alphabet is depicted in Figure 3.2.

15



Figure 3.2: Process of deriving visemes alphabet

3.2.1 Sinhala Phonemes alphabet

According to the research (Wasala and Gamage, 2020),Sinhala language is a mem-

ber of the Indo-Aryan subfamily, which is a member of a still larger family of

languages known as Indo-European. Sinhala is the official language of Sri Lanka

and the mother tongue of the majority of the people constituting about 74% of its

population. Sinhala language is presented in two major varieties: the Spoken and

the Literary.

Spoken Sinhala contains 40 segmental phonemes; 14 vowels and 26 conso-

nants,including a set of 4 pre-nasalized voiced stops peculiar to Sinhala, as classified

below in figure 3.3 and figure 3.4. (Wasala and Gamage, 2020)
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Figure 3.3: Spoken Sinhala consonant classification(Wasala and Gamage, 2020)

Figure 3.4: Spoken Sinhala vowel classification(Wasala and Gamage, 2020)

3.2.2 Generate video data

According to the research (Wasala and Gamage, 2020) spoken Sinhala contains 40

different sounds which include constants and vowel sounds. Research has created

a speaking video data set which includes 60 sounds of Sinhala language. The most

suitable video frame will be used as the video image of a particular sound. For the

vowels, it usually gets an upper part frame of the video and for the constants, it

selects the lower part frame of the video. The following figures 3.5 show several

frames of the video data set.
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Figure 3.5: A sample of frames from the video data set

3.2.3 Extract image features

As the first phase of the feature extraction, selection of frames from the videos will

be done. Then using the an Active Appearance Model, the features from the frame

images are extracted. Active Appearance Models (AAMs) (Cootes et al., 2001)

provide a means for tracking the speech articulators in a video. The shape of an

AAM is defined by the two-dimensional vertex locations of a mesh that delineates

the inner and outer lip contours and the jaw. Then the model is built by hand-

labeling a small number of training images with the vertices that define the mesh.

The AAM is derived in such a way that it can indicate 64 landmarks in the face

which have different contours in eyes, nose and mouth. From these contours we

only use the mouth area to extract the features. Figure 3.6 shows the 64 landmarks

in the face image indicated by the AAM.
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Figure 3.6: The 64 landmarks in face as indicated by AAM

In this research, since we are concerned with the lip and mouth movements, the

features will be extracted from the mouth area where the landmarks are denoted

by number 48 to number 68.

The contractions of the mouth and lips as shown in figure 3.7 are calculated by

measuring the distance between the pre-defined feature points.The main parame-

ters that are calculated are w, h0,h1 and h2.

Figure 3.7: The 4 main parameters of the lip shape

w is the horizontal distance between the left corner of the lip to the right corner

of the lip. The value for w is taken by getting the euclidean distance between the
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points wx = |M4x −M3x| and wy = |M4y −M3y|.

h0 is the vertical distance between middle point of the upper lip and the middle

point of the lower lip. It is measured by getting the euclidean distance between the

points, hx = |M1x −M2x| and wy = |M1y −M2y|.

h1 is the vertical distance of the middle of the left part of the lip and and h2 is the

vertical distance of the right part of the lip. These are also measured same as h0

by getting the euclidean distances of the respective feature points.

Therefore, the features of the mouth can be defined as a 4 parameter vector of

f = [w, h0, h1, h2] .

Figure 3.8 shows the magnitudes of the 4 feature points respect to vowel sounds.

Figure 3.8: Magnitudes of the 4 feature points respect to vowel sounds

Figure 3.9 shows the magnitudes of the 4 feature points respect to consonants.

Figure 3.9: Magnitudes of the 4 feature points respect to consonants
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3.2.4 Subjective analysis

A subjective comparison will be carried out between each and every mouth shape

which is relevant to a particular phoneme, analysing the differences and similari-

ties. Overall there are 60 shapes to compare with each other. The comparison is

conducted for two categories which are vowels and constants differently.

After the comparison of all mouth shapes of vowels,we could find 9 different

shapes of the mouth for all 14 vowels. Following table 3.10 shows the different

visemes groups for the vowels.

Figure 3.10: Different viseme groups observed for vowels

After the comparison of all mouth shapes related to constants,we could find

9 different shapes of the mouth for all 26 constants.Following figure 3.11 shows
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the different visemes groups for the constants. When analysing both vowels and

consonants, it was figured out that when speaking Sinhala, most of the mouth

shapes are created when pronouncing vowels.

Figure 3.11: Different viseme groups observed for consonants

The next step after analysing vowels and constants separately, was finding sim-

ilar mouth shapes from that 18 shapes ,because there can be same mouth move-

ments when speaking vowels and consonants.It was observed that 3 mouth shapes

are common to both categories. Thus, after removing the duplicate shapes,15 is left

out.Figure 3.12 represents all 15 mouth shapes,from which Sinhala speech can be

addressed. This will be used to derive the viseme alphabet for the Sinhala language

which then includes 16 viseme groups.
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Figure 3.12: Fifteen unique viseme groups observed

3.2.5 Clustering

In order to find the visemes classes we get the vowels and constants separately and

apply a clustering approach. We use the K-means clustering algorithm for the task

of deriving the visemes classes. Since we have already conducted the subjective

analysis to derive visemes, the K value will be heuristically determined.

The K means clustering was applied to the vowels and consonants separately

as in the subjective analysis. Using the elbow method (Wikipedia contributors,

2019), the optimal number of clusters were figured out by fitting the model with a

range of values for K.

Using the elbow curves, the number of clusters for the vowels was recognized

as six and for the consonants it was recognized as seven. The total visemes classes

observed from the K means clustering approach were 13.

After analysing the results obtained from clustering and subjective analysis, the

total number of visemes classes was determined as 15.
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3.2.6 Creating mouth shapes

Creating a human graphic model to derive the mouth shapes corresponding to the

phonemes is done after getting the visemes groups. The human model generation

is done by using a combination of Blender (Blender Online Community, 2017) and

Makehuman (Makehuman Community, 2017) softwares. For creating the mouth

shapes,only the head section of the model will be take into account. The following

figure 3.13 show the human model that was created using Makehuman.

Figure 3.13: Human model created using Makehuman

The mouth shapes modeled with the above human model according to the

obtained 15 visemes are presented in the figure 3.14
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Figure 3.14: Fifteen modeled mouth shapes

After creating the human model, it is saved as an Mhx file format to support

Blender. Then the human model is imported to the Blender and changing the

shape of the head is done implementing 33 parameters.
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Chapter 4

Implementation

Experiments were conducted based on two research designs as described in the

chapter:Research design, to address the research questions. This chapter will fo-

cus on the implementation details of those 2 research designs. However,the first

research design implementation was terminated due to practical problems and sec-

ond research design is the successful design in this research.

4.1 Implementation for the deep learning approach

The state-of-the-art researches have used deep learning techniques to create better

speech animations. Hence as the first phase of implementation, the deep learning

approach was tried out for animating the Sinhala speech.

4.1.1 Data set generation

To achieve a better accuracy of the speech animation, generating a good data set

that comprises the visemes richness is very important.

Prepare sentences list

The phonetically balanced sentence list used for creating the recordings has been

first created to build a natural voice Sinhala TTS system. Since there is a linear

mapping between phonemes and visemes, visemes richness can also be achieved

through this phonetically rich sentences list. This total sentence list contains up to

5000 sentences including duplicates. After removing the duplicates and numbers,
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the pre-processed final sentence list is 3507 sentences. Figure 4.1 depicts a part of

the sentence list that is being used for the research.

Figure 4.1: Phonetically balanced corpora

Recording data

This project expects to record at least 2000 sentences to ensure the validity of the

lip synchronization model. So far, 250 recordings with a neutral speaking style of

Sinhala sentences have been completed. The complete set of recordings were done

by myself using a remote camera. Moreover, the videos are recorded at 25 frames

per second at a resolution of 1280 by 720 progressive scan and run to approximately

2 hours long and only the frontal view of the face is captured. All the recordings

were conducted at the UCSC studio under a controlled environment. Below Figure

4.2 depicts a sample frame of the recorded data set.
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Figure 4.2: Sample frame of recorded data

4.1.2 Feature extraction

Feature extraction was done using Active Appearance model which is a statistical

deformable model of the shape and appearance of a deformable object class. Train-

ing the AMM was carried out using an existing publicly available dataset named

LFPW database (”in-the-wild”, 811 and 224 training and testing images, respec-

tively) (Belhumeur et al., 2011). The trained dataset has 68 landmarks of the face.

The parameters obtained after the feature extraction process in mouth shapes is

depicted in the figure 4.3.
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Figure 4.3: Example feature vector of a image

4.1.3 Termination of Deep learning approach

Although the deep learning approach has been considered as a good model for

speech animation, the problem arises when it is used for languages with low re-

sources. According to taylor’s work (Taylor et al., 2017, 2012), to achieve a suc-

cessful model, it requires to have at least 10 hours of data.

In this research, we were able to record around 250 videos after spending 2-3

months of time. However, the hardest part is when it comes to labeling the data

set. Unlike other languages, for the Sinhala language , a tool for labeling the

image frames is not available. Thus, if it were to label all the data set, it would

require months of time and manual effort as well. After considering these issues,

the research approach was changed from deep learning to Static visemes.
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4.2 Static Visemes Approach

As described in Chapter 3, to generate the speech animation, the visemes alphabet

is derived from the phonemes. The process involved in deriving a visemes sequence

for a given input data will be addressed in this section.

A detailed implementation design of the system is shown by the figure 4.4.

Figure 4.4: The high-level architecture for the static visemes approach

As in the figure 4.4, the input for the system is a Sinhala text. Then the relevant

phoneme sequence for the input Sinhala text is converted to its visemes sequence.

Afterwards, the speech animation is obtained by processing the visemes sequence

synchronously. The following sections will describe the steps above in detail.

30



4.2.1 Deriving the phonetic flow

The input Sinhala text is broken down into its phonemes sequence according to

the UCSC Subasa Sinhala Transliteration project written in Java. It comprises

two major steps which are “encoding” and “schwa analysis”. However, integra-

tion of this project directly to the Papagayo python software gives compatibility

issues. Therefore, the necessary steps were re-implemented using python to meet

the requirements of this project. In the encoding step, the vowels and constants

are labelled separately using a predefined schema as in the figure 4.5.

Figure 4.5: The encode schema which is used to label vowels and consonants

In figure 4.5, the left side denotes the Sinhala letter and the right side denotes

its relevant phoneme along with its type: vowel (v) or consonant (c).

After the encoding step, a Sinhala word will take the structure as in figure 4.6.
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Figure 4.6: Example of a word output after the encoding step

All the words are converted according to the above structure in figure 4.6 to

make an encoded phoneme sequence.

According to the research work ( phoneme report), the Sinhala character set has

20 vowels and 40 consonants. There are 18 diacritics, 17 of them denote the vowels

and are known as vowel modifiers, and the other one (◌ ◌් ) represents the pure

consonant form. (i.e. without ◌ ◌් , the consonant is pronounced either associating

it with schwa or the vowel “a” . i.e. k and = kə or ka). ”. In the encoding section

shewa analysis is not handled.

The next stage of the phoneme breakdown is schwa analysis and here it replaces

vowels from shewa ( @ symbol represents the shewa ) according to the pronuncia-

tion. This can be easily shown by an example word in Sinhala. In word “මකනවා ”,

the pronunciation of letter “ක ” is different from the pronunciation of letter “ක” in

word “කනවා”.

In the word “කනවා”, the phoneme sequence is as follows.

[’k’, ’a’, ’n’, ’@’, ’w’, ’a:’]

In the word “මකනවා”, the phoneme sequence is as follows.

[’m’, ’a’, ’k’, ’@’, ’n’, ’@’, ’w’, ’a:’]

In the word “මකනවා”, the vowel phoneme “a” is replaced by shewa (@) since

the pronunciation is different.
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Eight rules were re-implemented in python to handle the shewa analysis. These

rules are presented in the appendix A.1. After applying them, the final correct

phonemes sequence for a given Sinhala word or sentence is returned.

4.2.2 Mapping phonemes to visemes

The next step involves mapping the phonemes into its corresponding viseme char-

acter and deriving the visemes sequence of the Sinhala text. This is a one to one

mapping which uses a visemes dictionary.

Figure 4.7: One to one mapping between phonemes and visemes

4.2.3 Speech animation

To model the speech animation, the derived visemes sequence is mapped to mouth

shapes. I use the Papagayo (Papagayo Community, 2011) open source tool which

has a GPL license and modified it to meet my requirements. The Papagayo interface

was integrated to my code base to demonstrate the animated speech.

The Papagayo requires both text form and audio to generate the speech ani-

mation. To obtain the audio form from the text, a Sinhala TTS system was used

at first. However, for some input Sinhala sentences, the TTS system is not flexible

enough to control the speed of audio. Therefore, they had to be recorded manually
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and imported to Papagayo. The Papagayo interface also supports making changes

to the frame rate of the animation which is helpful for obtaining realistic behaviour.

Figure 4.8 shows the integrated Papagayo interface.

Figure 4.8: The Papagayo interface

When the Sinhala sentence is passed, it is breakdown into its visemes sequence

step by step as described in previous sections. This sequence of processes can be

visualized using the Papagayo as in figure 4.9.

Figure 4.9: Breakdown of Sinhala text into visemes. First line shows the input

Sinhala text, second line shows the separated words chunks and last line shows the

mapped visemes sequence

In this chapter, the conversion steps of sinhala text to visual speech animation
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using the static visemes approach were presented . The main steps that were

followed can be summarized as below,

1. convert the Sinhala text to phonemes using the re-implemented 8 rules

2. Map phonemes to the viseme classes using a dictionary

3. Play the visemes sequence sequentially to generate the speech animation

4. Papagayo open source tool is used to display the output of the model
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Chapter 5

Results and Evaluation

It is difficult to find any metrics other than human evaluation to evaluate the nat-

uralness of a speech animation. Moreover, there are no available research activities

in this area to be compared with. Hence, the evaluation of this research will be

based on the subjective analysis.

The subjective evaluation process is used to evaluate three main aspects of the

Sinhala animation model. They are,

• The efficacy of Sinhala visemes

• The quality

• Internal performance

We chose 50 different Sinhala sentences from different categories as below to

test the reaction of the model.

• Sinhala digits

• Sinhala words

• Named entities

• Short sentences (less than 5 words )

• Long sentences ( more than 5 words )

• Mix of English sentences

36



The short and long sentences were collected from UCSC LTRL speech corpus as

they are rich in phoneme diversity. The rest of the sentences or words from other

categories were selected to test the visemes diversity of the Sinhala language.

Mainly, the subjective evaluation process was carried out using the rating

method.

5.1 Rating evaluation

Six questionnaires for the six categories where each carrying 10 questions and a rat-

ing system of 1 to 5 scale (1 is an unsatisfied opinion and 5 meaning that you are

very satisfied) were distributed among undergraduates. The participants should

rate the performance of the model according to how satisfied they are with the

speech animation video. Figures 5.1, 5.2 shows a part of the evaluation question-

naire.

The accuracy of any item related to a category was calculated using the below

equation,

accuracy =
score

responses ∗ 5
∗ 100% (5.1)

accuracyQuestion =
NoOfCorrectAnswers

responses
∗ 100% (5.2)

accuracyCategory =

n∑
i=1

accuracyQuestioni

n
(5.3)

accuracyOverall =

c∑
i=1

accuracyCategory

c
(5.4)

accuracyOverall =

n∑
i=1

accuracyQuestioni

n
(5.5)
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In equation (5.1), the score is calculated by getting the sum of ratings of all the

responses for that item. Rating 5 has the maximum value of 5 and rating 1 has

the lowest value of 1.

Figure 5.1: Part of the questionnaire for rating evaluation -1

Figure 5.2: Part of the questionnaire for rating evaluation -2
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5.1.1 Subjective analysis of digits,words and named entities

Table 5.1 represents the results of the digits category reported from 30 responses.

Table 5.1: Results of the digits category reported from 30 responses.Rate 1 means

unsatisfied and rate 5 means very satisfied

Digit % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

එක 0 6.7 16.7 43.3 33.3

ෙදක 0 6.7 16.7 43.3 33.3

▏න 0 3.3 23.3 43.3 30

හතර 0 3.3 20 50 26.7

පහ 0 10 20 36.7 33.3

හය 0 3.3 10 43.3 43.3

හත 0 0 20 36.7 43.3

අට 0 0 10 43.3 46.7

නවය 0 0 10 43.3 46.7

╶▌╽ව 3.3 6.7 33.3 40 16.7

The overall accuracy observed for the digits category is displayed by the bar

chart in figure 5.3.

Figure 5.3: Overall accuracy for digits category. x axis denotes digits while y axis

denotes the subjective accuracy
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The overall accuracy for the digit category was observed to be 75% and the

lowest accuracy has been gained for the word “╶▌╽ව”. When analyzing this word,

it was found that this word includes a different viseme class that represents “▌”

which is rarely used. This may lead to lower accuracy.

Table 5.2 represents the results of the words category reported from 27 re-

sponses.

Table 5.2: Results of the word category reported from 27 responses.Rate 1 means

unsatisfied and rate 5 means very satisfied

Word % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

අ╣මා 3.7 25.9 18.5 33.3 18.5

ඇනය 3.7 11.1 25.9 33.3 25.9

ඉදල 3.7 3.7 18.5 48.1 25.9

උය▌ව░ත 0 7.4 25.9 51.9 14.8

ඒකල 0 7.4 7.4 44.4 40.7

ඔ╍ව 7.4 18.5 33.3 29.6 11.1

කනවා 3.7 7.4 29.6 48.1 11.1

පනාව 3.7 18.5 22.2 40.7 14.8

ෙටා┡ 0 0 11.1 48.1 40.7

ෙ╈දනාව 0 0 11.1 51.9 37

The overall accuracy observed for the word category is displayed by the bar

chart in figure 5.4.
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Figure 5.4: Overall accuracy for word category. x axis denotes digits while y axis

denotes the subjective accuracy

The overall accuracy for the word category was 74.7%. It can be observed that

most of the words in this category, have obtained a lower accuracy when compared

with the digits category. For words such as “ඔ╍ව”, the accuracy has fallen down to

63.7%. Here, the visemes that reflect “ඔ” and “╍” have not synchronized properly

and due to that the naturalness of the lip movements are not displayed.

Table 5.3 represents the results of the named entity category reported from 12

responses.
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Table 5.3: Results of the named entity category reported from 12 responses. Rate

1 means unsatisfied and rate 5 means very satisfied

Word % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

කම╃ 0 8.3 66.7 25 18.5

අමර 0 0 41.7 33.3 25

▊ෙගෙගාඩ 0 15 25 50 10

සාගර 0 0 41.7 41.7 16.7

කමලාව▎ 0 16.7 50 33.3 0

ච┺ක 0 0 33.3 50 16.7

රාම 0 0 25 66.7 8.3

ව╃ බ╃ලා 0 16.70 41.73 33.30 8.7

ෙද╃කද 0 0 33.35 41.74 251

ෙකාලඹ 0 11.1 51.9 37

The overall accuracy observed for the named entity category is displayed by the

bar chart in figure 5.5.

Figure 5.5: Overall accuracy for named entity category. x axis denotes digits while

y axis denotes the subjective accuracy
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5.1.2 Subjective analysis of short sentences

The short sentences list used for the evaluation is shown in the table 5.4.

Table 5.4: The short sentences list use for evaluation

Sentence Sinhala text

sentence 1 ┰ංහල අ╬ට ෙප╈වා

sentence 2 එ┫ ප♓▍ඵල අද අ╬ යහ╟▌ ╜☁▍ ╄╤╡

sentence 3 එංගල▌ත ☃♋ඩකෙයා්

sentence 4 ආන▌ද නාල▌දා ┲ෙලා්┫ත සංග♓ාමය එ┴එ┴┱ ╬▫ෙ╔╼

sentence 5 ප♓ාණඝාතය ද ෙසාරකම ද එ ෙ┴ ම ය

sentence 6 ලංකාව ඒ අතර ╄ෙ┾┵ත ය

sentence 7 ජනා▃ප▍වරයා ╾┵ත න╣ ඡ▌දවලට ය▌ෙ▌ නැත

sentence 8 උ╿ධ◧ඡ බව ╡┿▊╮ටා දැ╠මය

sentence 9 ෙහාඳ සහ නරක

sentence 10 ඒක කාටව░ ප♓▍☁ෙ┹ප කර▌න බැහැ

Table 5.5 represents the results of the short sentence category recorded from 34

responses.
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Table 5.5: Results of the short sentences category reported from 34 responses.Rate

1 means unsatisfied and rate 5 means very satisfied

Sentence % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

sentence 1 0 2.9 20.6 52.9 23.5

sentence 2 2.9 5.9 50 29.4 11.8

sentence 3 2.9 23.5 35.3 32.4 5.9

sentence 4 2.9 8.8 41.2 35.3 11.8

sentence 5 2.9 11.8 38.2 41.2 5.9

sentence 6 0 23.5 23.5 41.2 11.8

sentence 7 2.9 14.7 29.4 44.1 8.8

sentence 8 2.9 8.8 14.7 58.8 14.7

sentence 9 0 8.8 26.5 29.4 35.3

sentence 10 0 8.8 26.5 47.1 17.6

The overall accuracy observed for the short sentence category is displayed by

the bar chart in figure 5.6.

Figure 5.6: Overall accuracy for short sentence category. x axis denotes sentence

while y axis denotes the subjective accuracy

An overall accuracy of 71% was observed from the short sentences category

which is lower than both digit and word category. The reason for evaluating the
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short sentences is to measure the model accuracy when animating more than one

word. However, the results show that the model has not performed very well in

animating transitions between words.

5.1.3 Subjective analysis of long sentences

The long sentences list used for the evaluation is shown in the table ??.

1. Sentence 1 : ┴ටා┿▌ අ╏╸දෙ╔ තැ▍ ගැ▌ම හා █ලධා╋වාදෙ╔ ශාපය සමාජවා╼ ෙලා්කෙය┫

ය╣ ෙදදර╅ම☁ ඇ▍ ෙකෙ┪ ය

2. Sentence 2 : ෙලා්කෙ╔ ╬┦ග░ ආ╏▒ක ෙශ♒්▜ගත ☂╌ෙ╣ සමාගම☁ බැං☄ ප╿ධ▍ය☁ ගැන

සැක පහළ ☂╌ම☁ම ෙ╣ සඳහා අවශ├ ෙනාෙ╈

3. Sentence 3 : එෙ┴ නැ▏ව ෙලා්ක ෙවළඳෙපාෙ╃ ෙකෙස╃ සඳහා ┻♒ ලංකාෙ╈ █පදවන ෙකෙස╃

වලට තරඟ ☂╌මට ෙකාෙහ░ම බැ╋ය

4. Sentence 4 : ┰ලා ෙ╣ඝ ව╏ණ රජ▏මා ╒╿ධෙ╔╼ අ╃වා ග░ ┰රක╍ව▌ දාසය▌ ෙලස ආරාමවල

ෙ┴වයට ෙය╾ ෙතාර▏ර☁ මහාවංශෙ╔ එ═

5. Sentence 5 : ╶ං◷╋ය ෙපා┿┰ෙ╔ ෙපාප කම╃ ර░නායක සමාජ ප♓ව╏ධන █ලධා╌ ෙ┴පාල

ෙ┯ර░ ☄┿යා╬▫ය ෙ┴වා ව█තා ඒකකෙ╔ ෙ╃ක╣ කාෙපාසැ

6. Sentence 6 : න╡░ ╄ෙ◞▏ංග ග░ හැර╆╣ ☂♋යාමා╏ගය මහජනයාට ඒ░▏ ගැ▌╅මට ෙනාහැ☂

ප╋╻ එජාපය ╄┰▌ පාර වර╿දාෙගන ▍╶▜

7. Sentence 7 : ෙහාවැංෙහා් ╒ප♓▬┴ ට═◸♓┴ ඉ▌╽█╣න යන ගංගා ආ┺♒ත ┺┹ටාචාරය▌ ෙලා්ක

ඉ▍හාසෙ╔ ෙනාමැෙකන ෙලස සටහ▌ ව ▍ෙ╺

8. Sentence 8 : ඉ▌ එ☁ ┴ථානය☁ අ▊රාධ╮රයට ▊╽╋▌ ╬┫ටා ඇ▍ අතර අෙන☁ ┴ථානය

දඹෙද▜ය ╄ජය┲▌දරාරාම ╮රාණ රජමහා ╄හාරය ෙව═ය

9. Sentence 9 : එ☁ස░ ජා▎▌ෙ◻ ආර☁ෂක ම■ඩලය දැනටම░ එ☁ස░ ජනපදෙ╔ හා ╶් රතාන├ෙ╔

ඉ╃╀ම අ▊ව අව┴ථා හතරක╼ ස╣බාධක පනවා ඇත

10. Sentence 10 : ෙමම න▣ව වසර පහෙළාව☁ ▍┴ෙ┴ හ╣බ▌ෙතාට මහා▃කරණෙ╔ ╄භාගෙව╟▌

▍╸▞ අතර ප┲ව තංග╃ල මහා▃කරණයට මා╍කර ▍╸▜
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Table 5.6 represents the results of the long sentence category recorded from 12

responses.

Table 5.6: Results of the long sentences category reported from 12 responses.Rate

1 means unsatisfied and rate 5 means very satisfied

Sentence % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

sentence 1 8.3 33.3 41.7 16.7 0

sentence 2 0 41.7 58.3 0 0

sentence 3 0 16.7 75 8.3 0

sentence 4 0 16.7 41.7 41.7 0

sentence 5 8.3 33.3 58.3 0 0

sentence 6 16.7 41.7 41.7 0 0

sentence 7 8.3 50 33.3 8.3 0

sentence 8 0 41.7 50 8.3 0

sentence 9 0 8.3 75 16.7 0

sentence 10 0 41.7 50 8.3 0

The overall accuracy observed for the long sentence category is displayed by

the bar chart in figure 5.7.

Figure 5.7: Overall accuracy for long sentence category. x axis denotes sentence

while y axis denotes the subjective accuracy
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The long sentence category could obtain only a 54% accuracy for the subjective

analysis. Nor participants have rated 5 for the long sentences. This is the lowest

accuracy observed from all the categories. Based on the results, it is evident that

when the number of transitions between the words increases, the performance of

the model tends to decrease.

5.1.4 Subjective analysis of mix of English and Sinhala sen-

tences

The mix of Sinhala and English sentences list used for the evaluation is shown in

the table ??.

1. Sentence 1 : අ╬ චැ╣╬ය▌┴ලාය

2. Sentence 2 : අද තරගෙ╔ ╄න╏┴ලා ෙච▌නා═ ┲ප╏ ☂▌◻┴ෙ◌්

3. Sentence 3 : එක එ☁┴ප♓┴ ෙට♒්▌ එක☁

4. Sentence 4 : අෙ╰ ┴★╃ බ┴ එක ක┿▌ ◷┫▌

5. Sentence 5 : ◷යවර ▯╏╣ ෙට┴▯ එෙ☁ ☁ලා┴ ප╏┴▯ මමමස

6. Sentence 6 : එයාට තම═ ෙව┴ට▌ ╟╒┰☁ වල වැ□ම ල☄▊ි

7. Sentence 7 : ┣▯ෙබා්╃ තම═ ෙලා්කෙ╔ ෙ┥ම┴ම ☃♋ඩාව

8. Sentence 8 : උෙ┴▌ ෙබා්╃▯ තමා ව╏╃▥ ෆා┴ට┴ම ╰ෙ╃ය╏ ය

9. Sentence 9 : එයා හ╋ම ☂╒▯╒

10. Sentence 10 : මෙ◻ ෙබා්═┥ෙර▌▥ හ╋ම ඉ▌ට┿ජ▌▯▜

Table 5.7 represents the results of the mix of English and Sinhala sentence

category recorded from 11 responses.
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Table 5.7: Results of the Sinhala, English mixed sentences category reported from

11 responses.Rate 1 means unsatisfied and rate 5 means very satisfied

Sentence % of rate

1

% of rate

2

% of rate

3

% of rate

4

% of rate

5

sentence 1 0 9.1 45.5 36.4 9.1

sentence 2 0 9.1 63.6 27.3 0

sentence 3 0 9.1 45.5 36.4 9.1

sentence 4 0 0 18.2 54.5 27.3

sentence 5 0 27.3 54.5 18.2 0

sentence 6 0 18.2 54.5 27.3 0

sentence 7 0 9.1 72.7 18.2 0

sentence 8 0 9.1 45.5 36.4 9.1

sentence 9 0 27.3 36.4 36.4 0

sentence 10 0 9.1 54.5 36.4 0

The overall accuracy observed for the mix of English and Sinhala sentence

category is displayed by the bar chart in figure 5.7.

Figure 5.8: Overall accuracy for mix of English and Sinhala sentence category. x

axis denotes sentence while y axis denotes the subjective accuracy

The overall accuracy observed from the mix sentences was 66.2
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5.2 Overall Observation and Discussion

The intention of the ranking approach is to evaluate the model performance based

on the subjective analysis. The accuracy gained for each evaluated category is

summarized by figure 5.9.

The average accuracy for digits, words, named entities, short sentences, long

sentences and Sinhala,English mixed sentences are 75, 74.7, 72, 71,54 and 66.2

percent respectively.

Based on the results, it can be stated that the model performs better for indi-

vidual words rather than sentences. For long sentences, the model failed to animate

accurately due to the increase in the number of transitions between the words.

When analysing the results, it was observed that the model is only able to

correctly animate the speeches which have a constant speed. Although the sentence

is uttered with different speeds, the model will only consider its phoneme sequence

and then animate the relevant viseme frames at a constant speed. Therefore, the

synchronization between the audio and lip movements fail vastly. In the comments

section of the questionnaire for long sentences, two participants had commented

out this synchronization issue. Thus, this can be considered as a drawback of

the model when animating long sentences. Adopting the model to handle speed

variations of the input speech is one of the notified improvements to be done.

The overall accuracy based on all the categories in the subjective evaluation is

68.8%.

49



Figure 5.9: Overall accuracy the six categories. x axis denotes sentence while y

axis denotes the subjective accuracy
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Chapter 6

Conclusions

6.1 Introduction

This research is on implementing a lip synchronization animation model for the

Sinhala language by using a static visemes approach. Initially the research started

with the state of the art approach which is the deep learning approach. With the

limited time frame, since it is difficult to tackle the problem of the unavailability

of the resources and tools, the deep learning approach was terminated.

In this chapter, the overall conclusion of the research work conducted will be

presented.

6.2 Conclusions about research questions and ob-

jectives

Implementing a lip synchronization model for the Sinhala language is the main

research problem in this research.. To address the main objective, we answer the

three research questions throughout this research.

The first research question is “What is the visemes alphabet for the Sinhala

language to generate speech animation”. Since there were no available viseme

alphabets for Sinhala, the first and foremost step of the research was deriving

the Sinhala visemes alphabet. Two methods which are clustering and subjective

analysis were experimented for this co-task. As the initial step, the subjective

analysis was conducted using the video dataset which was recorded by myself.
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The Spoken Sinhala contains 40 segmental phonemes; 14 vowels and 26 conso-

nants according to the (Wasala and Gamage, 2020). The subjective analysis was

conducted on three levels separately for the vowels and consonants and the third

level is to combine both vowels and consonants and conduct the analysis again.

After the experiments, 15 visemes classes were derived.

As the second step, we conducted the clustering approach to derive the viseme

classes. The K means clustering algorithm was used since the k value was ap-

proximately known from the subjective analysis. Using the clustering method, 13

viseme classes were found. After combining it with subjective analysis, a total of

15 visemes classes were derived.

The second research question is “What is the proper way to generate the speech

animation?”.To generate the speech animation it is required to have graphic design-

ing tools. In this research work, the human model was designed using Makehuman

and blender open source tools by controlling the mouth variations using 33 mouth

parameters.

To answer the third research question which is “What is the proper way to find

visemes sequence from the Sinhala text in order to generate the visual speech ani-

mation?”, we converted the Sinhala text into phonemes sequence using the UCSC

Subasa project. Using the obtained phoneme sequence, the visemes sequence was

generated from which was then used to sequentially generate the speech animation.

A subjective evaluation process was conducted to evaluate the speech animation

model . Since there are no developed speech animation models for the Sinhala

language, an objective evaluation process can not be conducted.

6.3 Conclusions about research problem

According to the results and findings concluded in section 6.2, this research work

has been able to implement a lip synchronization model that yields an overall

accuracy of 69% for the subjective evaluation using the static visemes approach.

As an initiative research on speech animation for Sinhala, this model accurately

animates individual words rather than long sentences.

This paper is also expected to serve as a starting point for those interested in
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initiating projects for low resourced languages that follows from non-Latin linguistic

traditions.

6.3.1 Conclusions about the deep learning approach

Initially, this research followed the deep learning approach which is the state of

the art for generating speech animations. However, the deep learning approach

was terminated in the middle due to the practical issues occured and then moved

to the static visemes approach. This section will summarize the challenges and

the path we applied for implementing the speech animation model using the deep

learning approach.

The main issue was the limited data set . Although other languages have

standard visual speech data sets (Afouras et al., 2018) for Sinhala, there are no

existing data sets related to speech animation. The recorded data set for this

research was only 250 sentences that would roughly estimate to around 30 minutes.

According to (Taylor et al., 2017, 2012), the authors have used a 10 hour video

data set to implement a lip synchronization model for English language. Thus, with

250 sentences, achieving a good performance from deep neural networks would be

difficult, since deep neural networks inherently performs better with more data.

The next issue comes when labeling the data set because of not having a labeling

tool for the Sinhala language.

After creating and labeling the data set, the next step is to select the deep

learning technique to train a model. From the literature review, few deep learning

methods that can be applied are gathered below,

1. Prepare the input using the sliding window approach and use deep neural

network to train

2. Train data using LSTM

According to (Taylor et al., 2017) , both methods have provided good results.

For animating the predicted output, most of the researchers have used the Maya

software (Maya Community, 2019) which is a commercial product to animate the

mouth shapes.
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6.4 Limitations

The visemes sequence that are generated by the implemented model requires syn-

chronizing with the input audio. In a speech utterance, speed can vary in different

time frames. But this model was not able to handle those speech variations. It

correctly animates the speech when the uttered at a constant speed. Therefore,

if the speech is subjected to different speed variations, the model performs poorly

when synchronized with the audio.

According to the subjective evaluation, the model is not capable of creating

accurate speech animation for long sentences. Thus, when the number of transitions

between words increases, the model performs poorly.

6.5 Implications for further research

Speech models can be implemented from different approaches such as static visemes

, dynamic visemes and deep learning approaches. This research work followed the

static visemes approach and obtained a model accuracy of 69% for subjective evalu-

ation. Further research enhancements can be conducted to address the limitations

of this research work which are handling different speeds of speech and long sen-

tences with higher word transitions. In addition to that, further research can be

conducted using deep learning or dynamic visemes approaches to increase the ac-

curacy of the models.
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Appendix A

Code snippets

A.1 Rules Appendix

• Replace first syllable schwa with /a/

If the first phone is a consonant and If word length > 2 (omit one or two-

letter words) and If the First phone is /k/ and second phone is schwa and

the third phone is NOT /r/, then Replace schwa with /a/ or If second phone

is Schwa, replace it with /a/.

• Occurrences with /r/ and /h/

If the phone is /r/ and if word length > 2 and if the preceding phone is a

consonant and /r/ is followed by /@/ and /@/ is followed by any consonant

(/h/ or !/h/) ,replace it with /a/ and if the phone is /r/ and If word length

> 2 and If the preceding phone is a consonant and /r/ is followed by /a/ and

/a/ is followed by any consonant other than /h/ , replace it with /@/

• If /a/, /e/, /ae/, /o/, /@/ is followed by /h/ and /h/ is preceded by /@/

If the phone is one of the given phones (”a”, ”e”, ”ae”, ”o”, ”@”) and If that

phone is followed by /h/ and If /h/ is preceded by /@/ , replace it with /a/

• If /@/ is followed by a consonant cluster

If the phone is /@/ and If the next two phones are consonants ,replace it

with /a/

• If /@/ is followed by words final consonant
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If word length > 3 and If the phone before final phone is /@/ and If final

phone is not in selected list(”r”, ”b”, ”t”, ”d”) and If the final phone is a

constant ,replace it with /a/

• If word’s final syllable is ’yi’ or ’wu’ and it is preceded by /@/

If word length > 4 and If the last syllable of the word is ’yi’ or ’wu’ and If it

is preceded by /@/ , replace it with /a

• If /k/ is followed by /@/, and /@/ is followed by /r/ ot /l/ and then by /u/

If the considering phone is /k/ and If /k/ is preceded by /@/ and If next

phone is /r/ or /l/ and If /r/ or /l/ is followed by /u/ , replace it with /a/

• If word start’s with /kal/ in several words as follows, /kal(a:|e:|o:)y/->/k@l(a:|e:|o:)y/

/kale(m|h)(u|i)/->/k@le(m|h)(u|i)/ /kal@h(u|i)/->/k@l@h(u|i)/ /kal@/->/k@l@/

If word length >= 5 and If word starts with /kal/ , /kal(a:|e:|o:)y/->/k@l(a:|e:|o:)y/

, replace it with /@/

If word length >= 6 and If word starts with /kale/, /kal@h(u|i)/->/k@l@(u|i)/,

replace it with /@/ If word length < 5 and > 3 and If word starts with /kal@/,

/kal@/->/k@l@/ , replace it with /@/
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Appendix B

Model evaluation questionnaire

B.1 Questionnaire Appendix

Figure B.1: sample question of the short sentences evaluation google form63



B.2 Responses Appendix

Figure B.2: sample responses of the short sentences evaluation google form
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