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Abstract

In this study, we investigate the issue of ethnicity bias on the existing facial

recognition approaches and provide a novel way to consider the ethnicity at the

model training stage. This study aims to explore the ethnicity bias issue on the

current state of the art facial recognition algorithm Facenet and to provide a novel

image selection method to minimize the effect from the ethnicity bias without mak-

ing changes to the neural network architecture.

Building upon the works of Facenet, modifications were done to the image se-

lection process which triggers the training stage of the model. Since the input data

to the model for training is fed using batch by batch, the batch creation operation

is modified so that each batch represents the total ethnicity distribution of the

training dataset. Then the trained model is evaluated thoroughly using classifi-

cation tasks, clustering attempts by comparing with the base model. From the

classification tasks, the focus directed towards the metrics such as accuracy, false

acceptance rate, area under the curve (AUC). In the process to create batches that

have the same ethnic distribution, we have presented an ethnicity classifier that

can classify a given image of a person to its relevant ethnicity.

The model trained with the proposed method has shown significant improvement

when considering the AUC metric which reduces the chance to misclassify a person

with underrepresented ethnicity. Thus reducing the false acceptance rate which

increases the reliability of the proposed model as well as minority representation.

The clustering evaluation tasks revealed that the model trained with the proposed

approach can form near-perfect clusters while the base model struggles to do so.

Keywords: Facial Recognition, Ethnicity-bias, Ethnicity Classification
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Preface

In this dissertation novel method is proposed to explore the ethnic-bias present

in the current state of the art facial recognition algorithm Facent and optimizations

to be carried out without changing the neural network architecture of the model to

handle the ethnic-bias issue. Design in Chapter 3 and implementation of Chapter

4 relies on the works of the Facenet [1] and building upon the current framework

to reduce the effect on accuracy and validity which occurred from the ethnic-bias

issue. The results from different ethnicity classification models, sampling methods

have been used to justify the design decisions which are described in the Chapter

3. The evaluation of the proposed model is carried out by myself from recreating

a training environment somewhat similar to the original approach and using the

calculated metrics to analyse the results. For the training and classification tasks

of the models, relevant benchmark datasets are used which are described in the

Chapter 3 Design section by citing the authors to recognize their works. Moreover

the results and analysis from the results described in the evaluation chapter and

conclusion chapter are my own work.
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Chapter 1

Introduction

1.1 Background

Facial recognition is the process of identifying or verifying a person by comparing

and analyzing patterns based on the person’s contours. While Identification focuses

on identifying a previously seen face, verification compares faces and verify that

the face is previously seen. Facial recognition can be mainly divided into four

categories, but for this research, the focus will be on the approaches that use deep

neural networks [1],[5],[6] and addresses the issue of facial recognition using minimal

input data.

The main challenges faced when designing a facial recognition model are how

well it performs, what is the minimum amount of images of faces need for the model

to function properly, scalability, how the model performs on the issue of outliers.

So usually when designing a model, the impact of the above issues are directly

considered and fused on to the architecture. Yet according to the literature [5]

above considerations are not applied to the features like ethnicity and gender of

the person. Thus it makes this issue a largely unexplored phenomenon in the facial

recognition context.

Practically, when a neural network is designed to address an issue on a specific

dataset there can be some hidden layers which handle the problems of the dataset.

(Eg: If the images are too bright, add a mask to normalize it or discard it). But

when the same model trained on a different dataset the previously added mask

becomes obsolete and can affect the accuracy of the model. Thus the need to

update the structure of the neural network to tailor into the dataset.

So the motivation for this research is to find an approach to address ethnicity-

bias that exists in the facial recognition algorithms that use triplet loss without

making changes to the internal structure of the neural network.
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1.2 Research Problem and Research Questions

• Explore the ethnic-bias issue on the facial recognition model Facenet which

was proposed by Schroff et.al [1]

• How to address the ethnic-bias issue without changing the structure of the

neural network

In the literature [6] it is shown that by only extracting the attributes on the face

that represents the ethnicity, gender and by training a classifier on the extracted

attributes, a model can be produced that can predict the ethnicity of a person with

85% when given a photo. Thus pointing out that the gender and ethnicity of a face

plays a key role in a facial recognition algorithm.

Although many approaches [5],[6],[7] have taken in the literature to address

the issue of this ethnic-bias for the facial recognition algorithms that use neural

network approaches there is a lacks of the approaches and optimizations that are

targeted at the facial recognition algorithms that use transfer learning as their

training process which requires minimal data per class.

Also, the approach by Schroff et.al [1] is considered as the state of the art facial

recognition algorithm that requires minimal dataset, it’s training process does not

specifically take ethnicity attributes into account.

1.3 Justification for the research

The main goal of this research project is to address the issue of ethnic-bias which

resides on facial recognition algorithms. Since facial recognition is considered as a

vast research area, the main focus is to find the solution for ethnic-bias issue on

facial recognition algorithms which are designed to work with a minimal amount

of data per class.

1.4 Scope and Delimitation

The proposed approach the ethnicity-bias is focused on the facial recognition algo-

rithms that use triplet loss [8] as the loss calculation function. Hence the scope is

limited to the algorithms which use triplet loss function.

The proposed approach solely focused on the optimization of the dataset chunk-

ing process. And maintain an equal ethnic distribution of the elements in the orig-

inal dataset and newly created data chunks. The reason behind the data chunking
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is because the lack of the hardware memory to keep the whole dataset on the mem-

ory, but if the whole dataset can fully fit into the memory of the computer then

the proposed optimizations are not needed.

Facial recognition is mainly divided into two categories.

• Verification

• Identification

Verification focuses on the re-recognizing a person over and over, while identi-

fication focuses on matching the features of a previously seen face into a new one.

Hence the identification problem (Eg: Unlocking a mobile phone via the facial fea-

tures) solely focuses on the same person over and over again, optimizations that

consider the ethnicity is not needed.

1.5 Methodology

The goal is to provide a better way of selecting the data chunks via considering

the ethnicity distribution of the original dataset. By using the approach, the facial

recognition algorithms which use triplet loss training to measure the loss of the

training process can find a hard negative face to the selected positive face. Thus

in return will provide better accuracy when used with people who are from less

represented ethnicities.

As for the research methodology, since the ultimate goal of this research is

to reduce the ethnic-bias on currently existing facial recognition algorithms thus

improving the total accuracy of the algorithm constructive research methodology

[9] will be used. In addition, since this research topic is evaluated by multiple

approaches, constructive research methodology followed by mixed-method [10] re-

search methodology will be used. Mixed-method is used because it allows the

researcher to take more than one approach to address the research questions. Also,

results from the multiple approaches can be used to validate each other’s results

1.6 Outline of the Dissertation

First Chapter of the dissertation will outline the background of the research area

as well as research questions, aims, methodologies and scope of the research. The

second chapter focuses on the relative works carried out in the literature as well as

the similar works and the approaches that is used as solutions. Chapter 3 focuses

on the Design element of the proposed solution as well as the justification for the

3



decisions taken in the design process. Chapter 4 covers the detailed implementa-

tion aspect of the proposed design And Chapter 5 focuses on results and analysis.

Chapter 5 is used to comment on the observations noticed from the experiments

carried out as well as the reasoning behind the observations. Finally, Chapter 6

will provide discussion and conclusion about positive and negative outcomes of the

results, as well as limitation and future avenues for the research.

1.7 Definitions

AUC: Considered as a performance measurement for classification problems at var-

ious threshold settings. Higher the AUC, better the model is at predicting 0s as 0s

and 1s as 1s.

FAR: Is abbrivation for False Accept Rate which is the rate of face pairs that

are different and yet have a distance that is below a certain threshold (which could

be classified as positive).

1.8 Conclusion

This chapter laid the foundations for the dissertation. It introduced the research

problem, research questions, research aim and objectives. Then the research was

justified, definitions used in this dissertation were presented, the methodology was

briefly described and justified, the dissertation was outlined, and the scope and

limitations were given. Based on these foundations, the dissertation can proceed

with a detailed description of the research and its contributions.
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Chapter 2

Literature Review

2.1 Introduction

Since the research questions go along with multiple fields, the related works divided

into four segments. One covering the advances and related works in the field of

Facial Recognition. Secondly, the ethnic-bias issue presented in the current state

of the art facial recognition algorithms is explored. Following, related works of the

ethnicity classification mainly because of the proposed approach ventures into the

field of ethnicity classification. Lastly, the datasets used for training, evaluation

and benchmarking are reviewed.

2.2 Facial Recognition

Facial recognition considered to be a very broad field that joins the fields of com-

puter vision, image processing, and machine learning. Due to this vast scope of

the problem, there exist many approaches that address different contexts hence a

general taxonomy [11] was needed to summarize the field of facial recognition by

the context they are used on. Facial recognition was categorized into four main

categories, from which the appearance-based approach mainly focuses on the varia-

tions of the face, scale, pose and expression changes. Model-based facial recognition

algorithms provide solutions that are derived from analyzing the geometrical char-

acteristics of the face while on the other hand hand-crafted based facial recognition

focuses on computationally efficient yet manual adjusted approaches. Learning-

based approaches provide solutions by modeling and learning relationships from

the input data which in fact it uses machine learning concepts. In the time of writ-

ing current state-of-the-art facial recognition algorithms are using neural networks

more specifically Convolutional Neural Networks as their backbone.

One-shot learning [12] is an object categorization problem that is found in the
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computer vision field. This approach focuses on to learn information about an

object using a very minimal amount of sample data. Bayesian one-shot learning

algorithm identifies the foreground and background of an image and in the training

process after each iteration, the features known from the previous iteration are

passed as a parameter. Which in fact can be used to segment and estimate the

ratio of the background and foreground of a new image.

Siamese neural networks [13] are built on top of the theories of one-shot learning

which tries to use the knowledge learned in a different context and map it to a

problem with smaller training data. Siamese network is a type of neural network

architecture that contains the two more identical subnetworks which are largely

used to find the distance between two inputs thus can be used to find the similarity

and dissimilarity between two inputs. In the literature, this approach is used to

classify the handwritten characters of the Omniglot dataset. Omniglot dataset [14]

is a collection of 50 alphabets from around the world which designed to develop

human-like algorithms by providing a minimal amount of data for each character.

Another concept that is used in the facial recognition context is deep metric

learning using a triplet network [8]. It tries to reduce the eucleadian distance be-

tween similar objects and at the same time increases the distance between different

objects. Anchor, positive, negative are the three main pointers used in this algo-

rithm and triplet loss tries to reduce the distance between the anchor and positive

and increase the distance between the anchor and negative. In the facial recogni-

tion context, the anchor is the face of a person and positive is another image of the

same person, negative is a very different face than the anchor.

FaceNet [1] is a facial recognition which transforms the features of a human

face into 128 dimensions Euclidean space. The model generated in this approach is

trained with triplet loss [8] for different classes of faces to capture the similarities

and differences between them. Once the 128-dimensional embedding returned by

the FaceNet model can be used to clusters faces. Once the model is trained,

It uses two identical FaceNet models and uses two images inputs to check the

similarities between two outputs by calculating the Euclidean distance between

the two returned embeddings. And then the above-calculated difference is used

to identify the person. And if Euclidean difference is lower FaceNet successfully

recognizes the face. The training process of the model using the above approach

requires a considerable amount of data to accurately identify the features of a

human face. Hence as a performance enhancement, the creators have split the

training dataset by randomly named them as mini-batches. For the triplet selection

process, the positives and negatives which reside inside mini-batch are randomly

considered.

To optimize the current high computational complexity triplet selection process,

6



there are some approaches mentioned in the literature. Incremental group-wise

training [15] which map the original image to compact binary codes via a deep

convolutional neural network proved to reduce the total training time of a model.

2.3 Ethnicity Bias

A study has been carried out to evaluate the bias present in the automated fa-

cial analysis algorithms and datasets which are commercially available [5]. They

approached the issues with two frontiers, one which found the bias present in the

datasets and others with finding the ethnic and gender bias with facial recognition

algorithms. In the first approach, a Fitzpatrick skin type classifier is used to clas-

sify the two facial analysis benchmark datasets which namely IJB-A and Adience.

Through the classification process, it revealed that respectively 79.6% and 86.2%

are light-skinned subjects. From building upon the observations a facial analysis

dataset has been created which is balanced by gender and skin type. Which then

later used to evaluate the gender and ethnicity bias on commercially available fa-

cial recognition algorithms. The evaluation was carried out on three main service

providers who are namely Face++, Microsoft and IBM. From the analysis of the

results, it is observed that darker-skinned females are the most misclassified group

and with error rates up to 34.7% while the maximum error rate for lighter-skinned

males was 0.8%.

The literature presents another approach which was used to measure the gender

and ethnicity bias on deep models for facial recognition [6]. The objective was to

measure what extent gender and ethnicity information are present in the feature

vectors generated by VGGFace [16] and Resnet50 facial recognition models. The

research focused on two approaches, fixed classification and retrained classification.

In fixed classification, the last layer was stripped from the above facial recognition

models and added a fully connected layer in between to classify the attributes. Then

iteratively suppressed the most relevant and common features from the output and

carry out attribute classification and identity verification. The goal was to test

whether a high performance can be achieved in the verification while suppressing

the features related to gender or ethnicity. In the retrained classification, the

suppressed feature vector is used and the attribute classification was carried out on

it by after retraining the attribute classification layer using the remaining features.

Correction of the bias that occurs when the selection of the triplets [7] is ex-

plored in the literature to a certain extent. The objective of this research was

to provide an efficient solution to triplet selection that grows with the size of the

dataset and how to minimize the slow convergence speed when random triplets
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were selected. Proposed a new triplet loss function named adapted triplet loss

which in fact tries to reduce the bias by adaptively correcting the distribution shift

on the selected triplets.

2.4 Ethnicity Classification

Xiaoguang et.al [17] proposed a methodology for gender and ethnic classification of

a human face using 3D images. To reduce the complexity of the problem, authors

only used binary classification for the ethnicity classification problem by limiting

the number of classes to Asian and Non-Asian. From a 3D image, authors have

extracted the range and intensity features and after a process of 3D normalization

used SVM (Support Vector Machine) to predict the gender and ethnicity. The

evaluation was done using UND and MSU datasets and recorded 2.0% average and

standard deviation of the error rates using 10-fold.

Mohammad et.al [18] has proposed a methodology to detect ethnicities by using

learning-based classifiers. By extracting local features from Local Binary Pattern

(LBP) and Histogram of Oriented Gradient (HOG) authors fused them and fed

into four classifiers namely support vector machine (SVM), Multi-Layer Percep-

tron (MLP), Linear Discriminant Analysis (LDA), and Quadratic Discriminant

Analysis (QDA). The process is evaluated using a FERET dataset and recorded

test performance accuracy of 98.5% using SVM. Yet the authors have pointed out

that in some instances when classifying images of a certain ethnicity, accuracy

became as low as 28%.

Works of Simonyan et.al [19] have presented the model VGG16 for large scale

image recognition. Authors have investigated the effect of the convolutional net-

work depth on its accuracy in the large-scale image recognition setting and found

that depth is beneficial for the classification accuracy. Hence they’ve created a

neural network architecture which model achieves 92.7% top-5 test accuracy in

ImageNet, which is a dataset of over 14 million images belonging to 1000 classes.
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2.5 Datasets

UTKFace [3] dataset is a large-scale face dataset that contains the identities of

people with different ethnic attributes. It contains images of a long age span

(range from 0 to 116 years old). The dataset consists of over 20,000 faces with

annotations of age, gender, and ethnicity. The images cover large variations in pose,

facial expression, illumination, occlusion, resolution. Since UTKFace is considered

as one of the largest datasets of ethnicity annotated images, it can be utilized for

benchmarking tasks of the neural network models which addresses the ethnicities.

Labeled Faces in the Wild [20] is a benchmark dataset for face verification. The

dataset contains more than 13,000 images that are gathered from the web and each

image is labeled with the name of the person pictured. From the 13,000 images,

more than 1680 people (identities) have more than two images. Since the face

detection done by using the Viola-Jones face detector, the authors have identified

it as a drawback because of the error rate of the face detector. LFW dataset has

four variations, which contain aligned and funneled images. The variation provided

by Huang et.al [21] is currently considered as the state of the art benchmark dataset

for face verification.

CASIA-WebFace [22] is a large scale dataset including about 10,000 subjects

and 500,000 images of faces. It is considered as the second largest face dataset

and the largest publicly available face dataset. The faces are extracted from a

web crawler program and some images were labeled using the IMDB (International

Movie Data Base) web page semi-automatically.

MTCNN [23] is a neural network approach that is used for facial recognition.

The network uses a cascade structure with three networks which used to find the

bounding boxes of a face when given an image. Firstly the image is rescaled into

different sizes and the image is passed on to the subsequent neural networks. The

first model proposes the candidate facial regions while the second model filters the

bounding boxes. Then the third model is used to propose facial landmarks of an

image. The main usage of the MTCNN approach is to act as a library for face

alignments when given a normal image of a person.
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Chapter 3

Design

3.1 Introduction

In this chapter, It is addressed how the optimization of dataset chunk selection is

carried out by generating the ethnicity distribution of the training dataset. And

whether chunking the dataset according to the ethnicity distribution of the dataset

can improve the triplet selection and thus improving the total accuracy of the

model. The design of the ethnicity classifier which is used to generate the ethnicity

distribution of the training stage and a structural review of the datasets used for the

train and evaluation stages of the proposed approach is presented in this section.

3.2 Facial Recognition

3.2.1 The existing approach

According to the literature, the Facenet approach [1] chunks its input data by

randomly selecting the elements from the dataset which are called mini-batches.

And then those mini-batches are fed to the neural network which extracts and

adjusts the weights according to the facial features. And then outputs a feature

vector of 128 dimensions that contains the values for major aspects of a face.

The above-selected mini-batches in Figure 3.1 are trained using the triplet loss

function which is used to minimize the distance between baseline input to the

positive input and maximize the distance between baseline input to the negative

input.

When the triplet (3.2) loss training used in the context of facial recognition the

anchor becomes the face of a person and the positive becomes another image of the

same person. The negative will the furthest image/face that exists in the dataset

for the selected anchor.
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Figure 3.1: High level diagram of training process

Figure 3.2: Triplet Selection

The approach by Facenet [1] uses triplet loss training for the calculation of the

loss function which considers the mini-batch to adjust the weights of the neural

network. Since the usage of mini-batches to calculate loss, the hard negative ele-

ment is chosen from the local mini-batch, although there exists a true hard negative

element on the dataset but assigned to another mini-batch.
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Figure 3.3: Triplet Selection on a mini batch

3.2.2 Proposed approach

To address the above issue of selecting the true hard negative element following

approach is proposed. The proposed approach consists of three main stages.

1. Align the faces of the dataset as a pre-processing step

2. Label the training dataset by considering the ethnicity

3. Create a lookup table contains each face’s ethnicity and confidence level of

the ethnicity

4. Select dataset chunks by considering the ethnic distribution on the training

dataset

3.2.2.1 Align the faces of the dataset

As a preprocessing step the images are subjected to alignment and to cropping stage

to extract only the portion of the image that contain the facial area. To accomplish

this task as described in the chapter 2, MTCNN approach with pre-trained weights

are used.

12



Figure 3.4: Process Flow of Proposed Approach

3.2.2.2 Label the training dataset by considering the ethnicity

To label the faces of the dataset, the approach of Alejandro et.al [6] will be used.

Although this approach records 85% on LFW dataset, using it is justifiable because

the triplet loss training does not use punishment for false triplets. It just records

the loss as 0 and moves on to the next triplet.

3.2.2.3 Create a lookup table contains each face’s ethnicity and confi-

dence level of the ethnicity

Figure 3.5: Lookup table

In this step, the labels generated by the previous step and their confidence

percentages will be stored on a lookup table. In the lookup table, there is a record

for each and every image on the dataset.

The ethnicity taxonomy that was proposed by Gonzales et.al [2] in the literature

will be used for the labeling process.
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Figure 3.6: Ethnicity Taxonomy [2]

3.2.2.4 Selection of Mini-batches

In the literature, multiple methods have been mentioned as previously stated

in chapter 2 to select a sample from a dataset. Sampling can mainly be di-

vided into probabilistic and non-probabilistic sampling methods. From those, non-

probabilistic sampling is not considered as a sampling method because the selection

method of non-probabilistic methods relies on the judgment of the researcher rather

than the distribution of the dataset.

Figure 3.7: Sampling methods taxonomy

Different probability sampling methods are considered to select the dataset

chunks for the training process such that dataset chunks represent the ethnicity

distribution. Systematic sampling was discarded because of its tendency to select

data points that are close to each other which outcomes as not random sampling.

Although the cluster sampling method can be used to cluster the dataset by eth-

nicity and then select the data chunks is feasible, it was discarded because of its

complexity and the tendency to error when sampling. To select the data chunks ac-

cording to the ethnicity distribution of the dataset, the stratified sampling method
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Table 3.1: Comparison of Sampling methods

Pros Cons

Simple random

Represents the whole population

Unbiased random selection

Needs a complete list of the

members on the population

(dataset)

Systematic sampling
Spreads the sample more evenly

over the population

In some instances, the

sampling will not be

random

Cluster sampling

Can apply Multi-Stage Sampling

Smaller search space

Sampling errors

Stratified sampling

Reduced potential for human

bias in the selection

Represents the distribution of

the population

Infeasible to make the

subgroup sample sizes

proportional

was used over the simple random sampling method mainly because of its charac-

teristic of representation of the distribution of the population.

By considering the distribution of ethnicities in the lookup table (figure 3.5),

and ethnicity distribution for the whole dataset can be derived. Which then used

to create the dataset chunks that contain the same ethnicity distribution as the

initial dataset by using the stratified sampling method.
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3.3 Ethnicity Detection

3.3.1 Previous approaches from literature

As stated in the chapter 2, there are many attempts in the literature to classify

or predict the ethnicity of a person in an image. Yet most of the approaches are

limited in scope to detect a focused number of ethnicities [24]. Hence a need of an

ethnicity classifier that represents the mainly recognized ethnicities [2] mentioned

in figure 3.6 arised to label the ethnicities in the training dataset. Table 3.1 cov-

ers the comparison of the different approaches in the literature to classify images

considering the ethnicity.

Table 3.2: Comparison of Ethnicity Classifier

Approach Accuracy Training Dataset
Number of Ethnicities

considered

Xiaoguang et.al [17] 3.2% (Intensity)
UND [25]

MSU[26]

2

(Asian, Non Asian)

Saeed et.al [18]

28%

(Accuracy-

Middle eastern)

FERET [27] 4

Proposed

approach

Discussed in

Section 5
UTKFace [3]

5

(Caucasian, Black, Asian,

Indian, Other)

This section covers the ethnicity classifier which is used to label the images

mentioned in section 3.2.2.1

3.3.2 Proposed Model

A neural network that takes images as an input and returns the label (ethnicity)

of the person present in the image. In the following sections design information

about the dataset used to train and test the model, pre-processing steps carried

out, the architecture of the model and training constraints used will be described.

3.3.2.1 Dataset

UTKFace dataset is a large-scale face dataset that contains the identities of people

with different ethnic attributes. It contains images of long age span (range from 0

to 116 years old). The dataset consists of over 20,000 faces with annotations of age,
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gender, and ethnicity. The images cover large variation in pose, facial expression,

illumination, occlusion, resolution, etc (figure 3.8).

Figure 3.8: Overview of the UTKFace dataset [3]

3.3.2.2 Pre-Processing

UTKFace dataset is annotated with 5 classes of ethnicities. Namely white, black,

asian, indian, and other (like hispanic, latino, middle eastern). Since the goal of

this stage is to classify the faces into the above mentioned 5 ethnicities, the dataset

was divided into 5 classes considering the ethnicity of the image.

A 70/30 train/test split was used to divide the dataset for training and valida-

tion tasks. Although the dataset represented major 5 ethnicities, when divided into

five classes a higher class-imbalance was observed with hispanic identities versus

other identities. To fight the class-imbalance issue, a normalization step is carried

out to resample the training dataset.

Although the original dataset contains the full images of a person (figure 3.8),

the authors [3] used dlib [28] a machine learning toolkit to align and crop the images

and extract only the area which contains the faces (figure 3.9). Hence there was

no need for image alignment and cropping.

3.3.2.3 Neural Network Model architecture

For the neural network model, VGG16 [19] a successor to AlexNet 3.10). Since the

ethnicity classification is done only for 5 classes the final layer has been modified

to output a 1x5 feature vector which then can be used to make predictions.
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Figure 3.9: Samples of ethnicities in UTKFace dataset [3]

The above mentioned model is then used to train with the preprocessed dataset

in section 3.3.2.2 while using ADAM [29] as its optimizer.
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Figure 3.10: VGG16 Model Architecture [4]
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3.4 Datasets

As mentioned in the chapter 2 the following datasets are being used for the above

proposed design architecture.

Table 3.3: Dataset Statistics
Number of images Number of unique identities Usage of the dataset Remarks

UTKFace 20,000+ images
Not specified. Images with

ages of 0 to 116 are included

Used to test and train the

ethnicity classifier

CASIA 494,414 images 10,575 identities

Used to train the proposed

modified approach for facial

recognition

Considered as the largest

publicly available face

dataset

LFW 13,000+ images 1680+ identities

Used to verify the trained

facenet model and used to

classification tasks which

carried out to evaluate the

trained model

Considered as the

benchmarking dataset

for facial recognition

approaches

3.5 Conclusion for the Chapter

In this chapter the existing facial recognition approach and the current data selec-

tion method for training the model is described. Building upon that, a proposed

methodology is introduced which contains the alignment of faces in the dataset,

labeling the faces on the dataset and building a lookup table for each face. Differ-

ent sampling methods from the literature is analysed to select the best sampling

method to build data chunks for neural network model training. Building upon the

works from the literature, an ethnicity classifier is proposed to label the data chunk

which was generated from the previous stages. A model based on VGG16 [19] neu-

ral network architecture and UTKFace [3] a dataset which contains a variety of

ethnicities is used in this stage.
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Chapter 4

Implementation

The implementation process can be divided into two main segments that cover

1. Ethnicity detection

2. Facial recognition

4.1 Ethnicity detection

4.1.1 Explore the UTKFace dataset

In this step (figure 4.1), the dataset is exploration is done to find out the folder

structure, the image formats and the characteristics and the content of the images.

Figure 4.1: Exploring the UTKFace dataset

Since all 23708 images are on the same folder it is infeasible to train a model

21



that can classify the images into 5 classes. Hence the dataset needs to go through

a preprocessing stage.

Also figure 4.2 shows the naming convention used to annotate the images on

the dataset. The naming convention format used is as below. And the Table 4.1.1

provides the descriptive information of the naming convention.

[age] [gender] [race] [date&time].jpg

Table 4.1: Naming Convention description
[age] Integer value 1-116 indicating the age

[gender] 0 (male) or 1 (female)

[race]

Integer value in range of 0-4

Denoting White, Black, Asian, Indian, and Others (like Hispanic, Latino, Middle Eastern)

[date&time] the date and time when the image was collected to UTKFace in ‘yyyymmddHHMMSSFFF’ format

Figure 4.2: UTKFace naming convention
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4.1.2 Preprocessing the dataset

Figure 4.3: PreProcessing Implementation

The variable ”image counter” is an initialization variable that is used to store

the total number of images per class in the whole dataset. That variable is used

mainly to generate the next image name by keeping a record of the previous image

name. Figures 4.3 and 4.4 describes the process of iterating the whole dataset and

by extracting the ethnicity from the image annotations and then it is used to move

images to different classes.

Figure 4.5 contains the code snippet that is used to split the dataset into training

and test segments. 70 percent training and 30 percent test split is used to divide

the whole dataset into two segments. The data selection is done randomly to keep

the diversity among the dataset, because the initial dataset is sorted by the age,

hence there is a chance that the train split set can only contain the images of the
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Figure 4.4: PreProcessing Implementation

young individuals and at the same time test set can only contain the images of the

old individuals.
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Figure 4.5: PreProcessing Implementation
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4.1.3 Model Training

Figure 4.6: Model Training

Figure 4.6 proveds the code snippet used to process the train and test data

segments which were splitted from the previous stage is resized into 224 by 224

(224x224) dimension so that it can be used to feed into the VGG16 model.

Figure 4.7 provides the implementation of the VGG16 model which is mentioned

in the chapter 2. The input for this model is selected as 224x224 dimension images

because the images in the training dataset are of the dimension above. As the

final output layer a dense layer of 5 units have been added because the ethnicity

classification’s aim is to predict the the ethnicity of main five ethnicities.

Figure 4.8 shows the usage of the Adam [29] optimizer for the compilation of

the above implemented keras model. With a fine tuning process, it is found that

the learning rate of 0.01 is the feasible value to reach to convergence.

Figure 4.9 focuses on the visualization of the evaluation results from the test

dataset and more features to increase the reliability of the training process. Fea-

tures like checkpoints are used to continue the training process if some interruption

occurred while running the training script. The function EarlyStopping from keras

library is used to track the increase of the accuracy and stop the training process

if there are not any improvements to the accuracy metric in 20 epochs (iterations).
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Figure 4.7: VGG Model Structure Implementation

Figure 4.8: Usage of Adam optimizer

Figure 4.9: Usage of EarlyStopping, histogram generation
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4.2 Facial recognition

4.2.1 Building data table containing ethnicities for a dataset

Figure 4.10 shows the logic that was used to build a data table that is created

to store the ethnicities for each class (identity). When given a dataset following

function lists all the classes and the paths of the images that reside inside of them.

An array of size four is used to store the predictions because as mentioned in

chapter 3 the selected approach for predicting the ethnicities supports mainly four

races. Namely Asian, Caucasian, African, Hispanic.

Figure 4.10: Building data-table Pt.1
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Figure 4.11 which is a continuation of Figure 1, is used to predict the ethnicity

of a given image and store it. Here, a maximum of 10 images from a class randomly

selected to use in the predictions. The reason behind this limitation is to handle

the performance issues when this method is faced with a class that consists of more

than 10 images. For every class, the model is used to predict the ethnicity of each

and every selected image and then the mean value of the predictions is used to

classify the ethnicity of the given identity. Then the record is inserted to the data

table.

Figure 4.11: Building data-table Pt.2
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Figure 4.12 shows the structure of the data table that is created in this stage.

It consists of details of classname, number of images per class, ethnicity which was

predicted from above Figure 2 and the relative file path for the classname for ease

of access. Figure 4 displays the top records from the above-generated data table

Figure 4.12: Implemented data table

Figure 4.13: Implemented data table

30



4.2.2 Implementation of the proposed design

Figure 4.14 covers the implementation aspect of the proposed data selection process

for training the model. At the initialization step, a quota is allocated for each

ethnicity considering the ethnicity distribution of the dataset which is being used

to train. For each data chunk selected, the size of the chunk is estimated from the

initial parameters namely people per batch which represents the number of people

for a given batch, images per person which represents the number of images for

a person. Thus both require the average values of image count in the training

dataset.

Figure 4.14: Proposed approach implementation Pt.1

Figure 4.15 reveals the logic of selection of images considering the quota for

the ethnicities which they are allocated. Here a random variable is used to choose

which image from which ethnicity at each iteration of the loop. The idea behind

that is to maintain a diversity of identities on the selected data chunk.
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Figure 4.15: Proposed approach implementation Pt.2

4.3 Conclusion for the Chapter

In this chapter implementation aspects of the proposed design is discussed. On

the first section, implementation of the ethnicity detection classifier is presented.

Initially, a script was ran to explore the UTKFace [3] dataset and to pre-process

the data such that they are categorized correctly in to their respective ethnicity

labels. Then using the preprocessed data, an neural network based on VGG16 [19]

architecture is trained and Adam [29] is used as an activation function for this

task. Second section of this chapter focuses on the implementation aspects of the

proposed facial recognition model. Starting from the step of building a data table

containing the ethnicities for a training dataset, various decisions were taken into

pre-process the dataset. Using the built data table, and selected sampling method

from previous chapter, the proposed approach was implemented.
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Chapter 5

Results and Evaluation

5.1 Introduction

The evaluation process can be mainly divided into two paths. One evaluating

the ethnicity classification and another one evaluating the improvements to the

facial recognition when the proposed method have applied. Figure 5.1 is used to

summarize the evaluation process.

Figure 5.1: Paths of the evaluation
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5.2 Ethnicity Classification

As mentioned in the chapter 3 the model will be trained for 50 epochs and 100

epoches while considering the early termination. That means if there is no change

in accuracy for a certain number of epochs observed then the training process is

terminated. Although the model was trained on 50 or 100, the early termination

function trigger before reaching the 50 epoch mark. The convergence epoch number

was between 27-41 epochs and since there was no improvement of the accuracy is

discovered, the weights from the highest accuracy is used to output the final model.

The learning rate for the model is selected by going through a tuning process,

which tries different learning rates and selects the best rate that maximizes the

accuracy and reduces the number of epochs that needs to reach convergence. Dif-

ferent values between 0.001 to 0.1 were used and the model seems to provide much

better results with a lower number of epochs when the learning rate of 0.01 is used.

Hence the learning rate 0.01 with the Adam optimizer is used to compile and train

the ethnicity classifier model.

Then the evaluation of the trained model is done by performing a classification

task. Classification is also done on two datasets. One is the test data split from

the UTKFace dataset which was used in the training process of the mode. The

second classification task is by using the LFW dataset.

5.2.1 Classification from randomly selected images from

test split

The accuracy of the trained model sits between 0.48438 and 0.51562 from the

validation split using the UTKFace dataset. Figure [x] and figure [x] emphasizes the

metrics like the converging epoch number, loss, validation loss, validation accuracy.

Figure 5.2: Convergence point in training

The low accuracy on the test data split is mainly due to the class imbalance

issue present in the UTKFace dataset. From the five classes (main ethnicities) one

has a total of 10,078 images while every other remaining four ethnicities have 13,627

images. Hense from the normalization stages, a certain portion of the dataset is
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discarded to prevent the model overfitting. The lack of training data played a part

in the accuracy although the classification tasks carried out using the lfw dataset

produced reliable accurate predictions.

Figure 5.3: Validation Accuracy of Ethnicity Classification
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5.3 Facial Recognition

Since the improvement of the accuracy and reliability of currently available Facenet

architecture is a goal of this research, two models have been trained with different

epochs (iterations). One model trained with the base Facenet model and the other

one trained by using the modified triplet selection approach. Then the two models

are subjected to evaluation methods which cover all aspects of the model.

In this section, we describe the results gathered from the evaluation process

which contains the accuracy, Area Under the Curve (AUC), classification accuracy

and Clustering of the embeddings from the model. Table 5.3 represents a summary

of some of the above mentioned evaluation methods which will be discussed in the

following chapters.

Table 5.1: Summarized Evaluation

Epoch No Type Accuracy Validation Rate
Area Under Curve

(AUC)

30 Base 0.66733+-0.01546
0.02267+-0.00786

@ FAR=0.00167
0.744

30 Modified 0.65583+-0.01401
0.03333+-0.01520

@ FAR=0.00100
0.659

50 Base 0.68433+-0.01236
0.05400+-0.01562

@ FAR=0.00100
0.718

50 Modified 0.66767+-0.02285
0.04067+-0.01569

@ FAR=0.00133
0.735

75 Base 0.72533+-0.01933
0.07300+-0.01676

@ FAR=0.00133
0.708

75 Modified 0.69433+-0.01767
0.04033+-0.00849

@ FAR=0.00100
0.766
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5.3.1 Classification using randomly selected images from

LFW dataset

The two trained models have been used to carry out a classification task using

the LFW dataset. The images selected for this task are primarily selected ran-

domly. Number of identities to classify is given as an input to the script and

then extracted the following metrics namely, accuracy, validation rate, area under

the curve (AUC). The figures obtained from the different approaches and different

epoch numbers are provided in table 5.3.

When the accuracy metric considered the modified approach is lagging behind

the original approach by a margin of 1.1% to 3.1%.

But when the metric validation rate considered FAR (False Acceptance Rate)

is reduced in the modified approaches in 30 and 75 epochs. The publication of the

Facenet [1] defined the FAR as False Accept Rate which is the rate of face pairs

that are different and yet have a distance that is below a certain threshold (which

could be classified as positive). Hence the modified approach when considered the

FAR value, is improved in 2 out of 3 experiments carried out.

The reason behind shortcoming in accuracy in the modified approach is mainly

because the data selection method which the Schroff et.al [1] used for the evaluation.

That approach selected identities randomly rather than utilizing the whole LFW

dataset.

To address this issue, an experiment is carried out to classify all identities in

the LFW dataset.
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5.3.2 Classification using total LFW dataset

The classification is carried out using the LFW dataset and the identities which

have more than 10 images per class selected to the task. From this criteria, the

total number of classes which was eligible for the task was 2402. Firstly one image

from each class is selected and the embedding (feature vector of 128 elements) is

generated for that image and stored using their classname. Then the embedding

array for the 2402 classes were fed into a SVC (Support Vector Classifier) in Keras

library and compiled and trained a model to carry out classification.

The evaluation of this model was carried out for the models trained on 30,50

and 75 epochs. In the evaluation of the model trained on 50 epochs, the optimized

approach recorded 3.08% increase of accuracy. Although the total accuracy was

between 20

Hence another classification was carried out by extracting the above embeddings

which are used to create the SVC model. Then by iterating each class, calculated

an average embedding using the rest of the images for that specific class. Then used

the averaged embedding to find the closest embedding from the initially extracted

embedding array. The difference is calculated using euclidean distance.

Above mentioned experiment carried out for the base and modified models

which are trained on the 30 epochs, and the model which trained modified method

recorded a 3% increase than it’s baseline counterpart.

From analysis, the reason for behind the low accuracy values are as follows. The

original Facenet approach [1] was trained on 200 million faces of 8 million unique

identities. Yet the models which are used for this research have been only trained

with 494,414 images of 10,575 identities. Hence the decrease in the accuracy level is

expected because the model trained with CASIA have not seen much facial features

like the originally published facenet model. Since the 200 million image dataset is a

private repository, if there was a way to access it, then an increase of the accuracy

levels is to be expected.
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5.3.3 Area Under the Curve (AUC)

From the works of chapter 5.3.1 and the table 5.3 an analysis has been carried

out to evaluate the AUC metric. Since facial recognition is a multi class classifica-

tion problem, normal methods of evaluation are inefficient, hence the usage of the

ROC (Receiver Operating Characteristics) curve is used in evaluating the multi

class classifications. In ROC-AUC is considered as a performance measurement for

classification problems at various threshold settings. Higher the AUC, better the

model is at predicting 0s as 0s and 1s as 1s. In the case of facial recognition, higher

the AUC, model is better at recognizing the same person the model has previously

seen before.

The table 5.2 is derived using the table 5.3 such that it contains only the AUC

values for better analysis.

Table 5.2: AUC analysis

Epoch No Type
Area Under Curve

(AUC)

Increase in

AUC

from counterpart

30 Base 0.744 -

30 Modified 0.659 -0.085

50 Base 0.718 -

50 Modified 0.735 0.017

75 Base 0.708 -

75 Modified 0.766 0.058

It is observed that when the number of epochs increases, the increase of AUC

considering it’s counterpart value, increases gradually in the modified model. Which

provides the ideology that the when the ethnicity is considered to train the facial

recognition model, the tendency to make errors or the tendency to make the model

confused with new data is gradually reduced.
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5.3.4 Clustering of the output embeddings from model

The outputs of the model, which are called embeddings are used to cluster to find

whether they form visible clusters. Meaning, if different images of the same person

were to be fed into the model, the embeddings should be closer together and form

a cluster if sufficient data points per class is present.

The clustering algorithm used for this task is t-SNE [30] (t-distributed stochas-

tic neighbor embedding) which is a technique for dimensionality reduction that is

particularly well suited for the visualization of high-dimensional datasets. Hence

the embeddings returned from the model is of 128 dimensions, that embedding

array is fed into the t-SNE algorithm. Considering the visualization clearity, a

randomly selected 10 identities is used from the LFW dataset (the selected identi-

ties had a minimum number of 10 images per identity) .Figure 5.4 represents the

clustering carried out using the base model which is trained on 75 epochs and the

Figure 5.5 represents the counterpart of the modified model.

Figure 5.4: t-SNE clustering- Base Model
Figure 5.5: t-SNE clustering- Improved

Model

By analysing the visualization it is observable that the distinction between the

cluster of ‘Julie Gerberding’ in the 5.4 versus 5.5 as well as the clusters of‘Condoleezza Rice’,

‘Alvaro Uribe’, ‘Jacques Chirac’. By analysing t-SNE clustering it is observable

that the model trained with considering the ethnicity distribution can form perfect

clusters but it’s counterpart is struggling to do so.

40



The reasoning behind the selection of the clustering algorithm as t-SNE from

different clustering algorithms for the above task is as belows. The main contenders

for the clustering algorithm for this task were DBSCAN [31], K-Means [32], SOM

[33] and t-SNE. Four experiments were conducted to select the best candidate for

the above clustering of the face embeddings.

DBSCAN is an clustering algorithm which aims to guess the number of classes

(clusters) when a data array is given. It groups together points that are closely

packed together (points with many nearby neighbors), marking as outliers points

that lie alone in low-density regions (whose nearest neighbors are too far away).

Embeddings of 50 identities were fed into the DBSCAN algorithm with an eps

value of 0.4 and the result was a graph with 9 clusters Figure 5.6. Hence it was

discarded.

K-Means is an clustering algorithm aims to partition n observations into k

clusters in which each observation belongs to the cluster with the nearest mean,

serving as a prototype of the cluster. Above same experiment was carried out with

50 identities and a max iteration of 500. Yet by analysing the Figure 5.7, K-Means

was unable to provide a better visualization of the embeddings.

Figure 5.6: DBSCAN clustering Figure 5.7: KMeans clustering

SOM is a visualization technique that helps to understand high dimensional

data by reducing the dimension of data to map. SOM also represents the clustering

concept by grouping similar data together. A network of 20x20 is built for the 50

classes and trained it with a learning rate of 0.01 for 1000 epochs. Yet by analysing

the figure 5.8, SOM was unable to provide meaningful information regarding the

50 classes it classified.

Considering the above clustering methods, t-SNE was selected as the more in-

formative visualization method to display higher dimension data which is returned

from the model.
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Figure 5.8: Self Organizing Map
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Chapter 6

Conclusion

6.1 Introduction

This chapter gives an analysis of research aims and objectives, research problem,

limitation of the work, and future works of the research

6.2 Conclusions about research questions

Aims of this research was to explore the ethnic-bias issue on the state of the art fa-

cial recognition algorithm Facenet by Schroff et.al [1] and provide a novel approach

to minimize the effect without changing the neural network architecture.

By analysing the results from the chapter 5, results show that when the classi-

fication tasks carried out, in some instances the proposed approach in this research

provides better accuracy than the base facenet model. By following the proposed

approach the AUC metric was increased when the epoch number is increased thus

reducing the false acceptance rate of the model. So that producing an environment

where the less represented ethnicities are properly recognized when the facenet

algorithm is used.

Also from the the comparative results which are gathered from the t-SNE clus-

tering, it is shown that the proposed methodology has a higher chance to re-identify

a person when that same person is seen before. This conclusion is arrived from the

fact that the model trained with the proposed method, tends to form near perfect

clusters from the data points from each identity while the base approach struggles

to do so.

Hence by factoring all above mentioned facts, of the improved performance of

the model when the modified approach of using ethnicities in the training stage

leads to the conclusion that there is an ethnic-bias issue present in the Facenet

architecture. And by considering the ethnicities at the training stage, the reliability
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and the accuracy of the outputs are improved without changing the inner workings

of the neural network.

6.3 Conclusions about research problem

With this novel approach, we were able to provide a methodology that can be used

with facial recognition algorithms which uses triplet loss as the loss function, to

reduce the error and misclassification when used with the less represented ethnici-

ties.

In the process of the development of the proposed method, we’ve created an

neural network model which is based on the VGG16 neural network architecture

that can classify an image of a human into main five categories by considering the

ethnicity. Apart from addressing the research questions, as a result of the research

we were able to create an ethnicity classifier which can classify and images into

following categories caucasian, black, asian, indian and other.
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6.4 Limitations

Limitations of the hardware resources was a major setback while conducting the

research. Mainly the slower read and write speeds of the HDDs (hard disk drives)

which took considerable time in the preprocessing stages. As well as the ethnicity

labeling stage, the dataset extraction time was higher because of the slower read

write speeds of the disk. Lack of computational power was also an major issue when

training a facial recognition model with a considerably large datasets. Although

the models were trained on the google colab platform, because of the limitations

of the given platform, the continuous run time recycling of the environments was

a hassle.

The limitations of the datasets was also an major issue and a limitation while

conducting the research. Mainly the dataset was used to train the facial recognition

model was the largest publicly available dataset. Yet there were privately owned

datasets (From Google) of faces which have more than 40 times the number of

images (200 million images) of the CASIA dataset. As well as the lack of the

labelled datasets for the ethnicity classification was also an limitation faced while

conducting the research.

6.5 Implications for further research

Rather than chunking the dataset and using the batches to train the model, it will

be interesting to observe the effects of using the whole dataset at once by storing it

in the ram and compare it with the outcome of this research. (Given that adequate

amount of RAM available)

Conduct the above mentioned optimization methods with the privately owned

Face dataset by Google which has more than 200 million images with 8 million

unique identities and compare the results.

Use transfer learning to re-use the weights of a similar problem and port this

model into the above model and compare the results.
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Appendix A

MTCNN face alignment on

CASIA dataset

Below mentioned code set figure A.1 and figure A.2 describes the function which

MTCNN is used to align faces from the CASIA dataset so that it can be used to

train the facial recognition model.

Below is the parameters that were fed into the above mentioned function.

my args = {
” i n p u t d i r ” : ”/ content / c a s i a d a t a s e t / ex t rac t ed /CASIA−WebFace” ,

” output d i r ” : ”/ content / c a s i a d a t a s e t / a l i gned ” ,

” image s i z e ” : 182 ,

”margin” : 44 ,

” random order ” : True ,

” gpu memory fract ion ” : 1 . 0 ,

” d e t e c t m u l t i p l e f a c e s ” : False ,

}
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Figure A.1: MTCNN face alignment pt1
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Figure A.2: MTCNN face alignment pt1
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