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Abstract

The internet has become one major platform where people get information regu-

larly. News reading on the web has increased throughout these years. At the same

time number of visits for a news website has increased. Hence today people try to

manipulate information on the web in many ways. So here comes a new problem

called fake news which can do considerable influence on events such as elections,

natural disasters etc. With the involvement of the social media, this problem has

become even bigger, because the information in social media is not monitored can

be manipulated easily. And social media has the power of spreading information

in less amount of time. Therefore identifying credible information from the web

has become really important today.

In this thesis, we propose a novel approach for ranking the credibility of the web-

site/source based on their behavior on the web. In order to determine the credi-

bility of online news stories, first we need to determine the credibility of the news

website. Hence this research is focusing on determining the credibility of the news

website. So the approach followed in this research is based on the behavior of news

stories on Twitter. The literature discusses three main user influencing factors in

Twitter. They are In-degree, Mentions and URL Recommendation. So based on

these factors three different models are developed that produce credibility rank-

ings for news websites. And finally, a survey is conducted with experienced and

reputed journalists in Sri Lanka to evaluate credibility ranking values produced

by the models. According to the experiments carried out, it indicates, the fac-

tor URL Recommendation is the most influencing factor of news credibility in

Twitter. So this research contributes a Credibility Network Model that produces

credibility ranking values for Sri Lankan news website by considering the factor

URL Recommendations in Twitter.
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Definitions

Intrinsic Features: Properties that are within the text

Extrinsic Features: Properties that are not essentially within the text but linked

with the text

Credibility-Network-Model: A directed network of news websites. And again

this model represents the rating values of each website.

Rank/ Ranking and Rate/Rating: The words Rank and Ranking both re-

ferred to the meaning of Rate/Rating of a particular news website. Both words

indicate the same meaning throughout the thesis.

Alexa Rank of a website: This is a ranking system set by alexa.com (a sub-

sidiary of amazon.com) that basically audits and makes public the frequency of

visits to various Web sites. The algorithm according to which Alexa traffic ranking

is calculated, is simple. It is based on the amount of traffic recorded from users

that have the Alexa toolbar installed over a period of three months.



Chapter 1

Introduction

Today Internet has become one major platform where lots of information travels

around the world in considerably less amount of time. At the same time Internet

has undertaken many human activities which are performed daily in life. News

reading is one such activity which people do in daily basis. Hence over the past

few years number of news websites and visitors to news websites have steadily

increased. The huge supply of news online is a good indicator of users urge and

desire to be informed. Moreover, the availability of multiple sources of news pro-

vides new opportunities to different social systems to convey their own opinions

in different ways. Eventually, the Internet has become a major platform for mil-

lions of users to get involved with latest news stories. Because of this involvement

the way of spreading news information has changed. Today we can see that how

social media and micro blogging services have made positive and negative effects

on the spread of information. When talking about the positive side, this has de-

mocratized and accelerated content creation and sharing. On the negative side, it

has made people vulnerable to manipulation, as the information in social media

is typically not monitored or moderated in any way. People tend to do such ma-

nipulations based on different reasons. Thus, it has become increasingly harder to

distinguish real news from misinformation, rumors, unvaried, manipulative, and

even fraudulent or fake content.

So here comes a new term fake news which is actually introduced by the news
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Chapter 1. Introduction

media to illustrate stories on the internet posted by websites with questionable

integrity. Or else it can be defined as false information published under the guise

of being authentic or factual news. In recent past, there are many events such as

elections which came under the influence of fake news stories. Therefore it has

become really important to identify credible information content that provides an

unbiased narrative of an event. These fake news websites may have several inten-

tions, mainly they try to mislead their consumers through fake news content and

motivate them to spread misleading information via social networks or systems.

Identifying fake news stories is not a straightforward task. Just by looking at

the news content even the professionals may not be able to verify it as fake or

not, without a proper evaluation. In recent past, several countries have paid their

attention to the problem of misleading information in news sources, social media

and microblogging services as well. When addressing the problem of fake news, it

is directly related to the credibility of news. News credibility is one of the most

important factors in media perceptions. Therefore rating the credibility of on-

line news stories plays an important role in every phase of the information world.

The concept of the credibility of news lies on source credibility, content credibility

and medium credibility. Source credibility is associated with the credibility of the

originator of a particular news story, content credibility can be analyzed using the

characteristics of the content and medium credibility involve with the credibility

of the channel which the news story travels.

Online news stories can make a major influence on important events such as elec-

tions, making awareness of natural disasters, critical social incidents etc. And also

online news stories have the dynamism of spreading rapidly than the news in tra-

ditional media. So it is important to evaluate the credibility of the information we

get all the time. Then only we can address the problem of fake news. This can be

achieved through evaluating credibility of news content or news source with suit-

able measurements and analyze it to identify how much it tends to be misleading

or fake.
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Chapter 1. Introduction

1.1 Background to the Research

For many years from now, the term credibility, or news credibility, has been an

important area of research in persuasion theory. Distinguished source credibil-

ity becomes an increasingly important variable to examine within social media

and other microblogging services, especially in terms of disaster, danger or risk

information. However online information today is suffering lots of criticisms on

its credibility. Overtimes, the existence of misleading, biased, falsified informa-

tion have forced many to question the credibility of online information or online

news narratives and the credibility of sources that broadcasts such information.

Research in this area focusing on the intrinsic and extrinsic feature of linguistic

analysis in order to distinguish the real from the misleading information. The

researchers in the past have targeted different domains of news such as political

or sports, different mediums such as online news or traditional and different social

media platforms such as Twitter or Facebook when determining the credibility of

news sources and news content.

In recent past, researchers have categorized four major categories of misleading

news which also can be called as fraudulent or fake news. The first category is

fake, false, or regularly misleading websites that are shared on social systems such

as Facebook, Twitter etc. Some of these misleading websites may rely on out-

rage by using distorted headlines and decontextualized or suspicious information

in order to generate likes, shares, and profits. There can be numerous reasons for

developing this type of websites, for example, the reason may be financial benefits

or political benefits.

The second category is websites that may circulate misleading and/or potentially

unreliable information. This category is different from the first one because these

websites are seems to be stable and reliable. Most of the politically unreliable

news websites fall into this category. The stableness of this type of websites makes

it hard to determine whether the content of the website is false or not. Therefore

the intrinsic analysis is not enough to identify the website and extrinsic features

3



Chapter 1. Introduction

are mostly targeted here.

The third category is Websites which sometimes use click-bait headlines and social

media descriptions. The main purpose of click baits is to attract attention and

encourage visitors to click on a link to a particular web page. This is another way

of spreading fake news stories on the web. We will be focusing more on this under

the literature review.

The fourth one is satire/comedy sites, which can offer important critical commen-

tary on politics and society but have the potential to be shared as actual/literal

news. Satire is an attractive subject in deception detection research. It is a type

of deception that intentionally incorporates cues unveiling its own deceptiveness.

Whereas other types of fabrications aim to instil a false sense of truth in the reader,

a successful satirical hoax must eventually be exposed as a joke. We can see most

people get offended by this kind of news stories. Research in this category follows

intrinsic methodologies to distinguish satire news stories.

Even though there are four categories, some articles fall under more than one cat-

egory. Assessing the quality of the content is crucial to understanding whether

what you are viewing is true or not. For example, false or misleading medical news

may be entirely fabricated (Category 1), may intentionally misinterpret facts or

misrepresent data (Category 2), may be accurate or partially accurate but use an

alarmist title to get your attention (Category 3) or maybe a critique of modern

medical practice (Category 4).

So the whole four categories of misleading news information come under the re-

search area of credibility of online news stories. The whole research area of credi-

bility of news online or the fake news detection falls under two categories such as

linguistic feature based credibility analysis and network feature based credibility

analysis. All four categories of misleading news which are described above can be

analyzed solely based one of the two methods or combining those two methods.

4
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Apart from them, there is logic programming based approaches to rate the credi-

bility of news stories which can be found in very recent researches.

Evidently, literature review performed (which will be discussed later) seems to

suggest that credibility is key in news. That means how important to identify

credible news stories. Today, instead of just being a passive recipient of messages,

readers or audiences are able to select their news channels. When the public (news

recipient) considers a medium to be more credible than other media, they are also

more likely to rely on that medium for information search and sharing than other

media. Therefore the importance of analyzing the credibility of news providers or

the news sources has also been discussed in this research area.

1.2 Research Problem and Research Questions

1.2.1 Research Problem

Today online news stories play an important role in the information world. Hence

the problem of measuring the credibility of information emerged. Because of the

ultimate technological freedom, some people/websites tend to make misleading

information for different purposes. Today these misleading information on several

important events which can be called as fake news being used to influence elections

and many other events. Clearly, the problem is how to measure the credibility of

online news stories. Determining the credibility of online news stories is a vast

and time-consuming problem. So the problem can deviate into phases from the

origination to the distribution of a news story. Therefore the first phase is to

determine the credibility of news originator or the news provider. It will lead the

way to determine the credibility of the news story. So in order to face the problem

of fake news determining the credibility of the news source is important. Typically

the misleading or fake news stories travel through different news sources. Those

news websites/sources can be stable or completely fake. Most misleading news

sources tend to share their information through social media hence their consumers

will share that information without having a proper idea of its credibility. Hence
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those misleading information can influence the world in different ways. Therefore

it is important to have an understanding of most credible news sources online.

1.2.2 Research Questions

1) How to evaluate the credibility of online news sites/sources?

This question addresses the problem of having misleading news websites which

continuously provide misleading news stories. Hence their consumers will be get

excited and persuaded to share those news stories on social media sites. Social

media is a platform which has an excessive power to spread something rapidly.

That news story may have travelled so far when eventually get to know that is a

fake or misleading news story. Hence there should be a proper method to evaluate

the credibility of a news website, which misleading news stories are published, by

its features. This research question determined to find a proper method to evalu-

ate the credibility of a news website/source.

2) How to evaluate the credibility of a news story?

This question will produce a better analysis of the solution we provide for above

question. A particular news story may have been shared on several websites.

Even though the news story can be misleading or true. So by this question, we

are addressing how to evaluate the credibility of a particular news story which has

been published on several websites. That is by considering the credibility rating

values of each website that the news has been published on. The website which a

news story is been published may be completely fake or a stable one. Therefore if

we can measure the credibility of a news website, we can decide the credibility of

the news content of that particular website. So this problem addresses determining

the credibility of a new story based on the news publisher. The solution for this

question is solely based the solution for the previous question

6
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1.3 Justification for the research

So far the research in this area falls into a combination of natural language pro-

cessing and machine learning based studies theoretically. There are several clas-

sification based approaches to analyze the credibility of news stories in different

categories such as satire, click-baits etc. But most of them represent one single

domain. These classification based approaches mostly fall into the linguistic cate-

gory (this will be discussed more in the literature review) where intrinsic features

are analyzed predominantly. But the problem is by only analyzing intrinsic fea-

tures it is hard to predict credibility measurements. At the same time analyzing

the credibility of news is time-consuming and dynamically changes time to time.

Therefore it is important to always analyze current data. Hence network-based

approaches give more capacity to get a broader view of credibility. That is by

considering the behavior of social networks and other knowledge-based hierarchi-

cal models. Even though there are network-based approaches most of them are

focusing on determining the credibility of the news event. However, analyzing the

credibility of the news source or the news publisher is an important area which

is not addressed considerably well. So this research is focusing on analyzing the

credibility of a news source and build a model that rates news websites based on

its credibility. Based on that credibility of the news story is determined. But

again it is hard to do such network-based analysis. Because in order to do that a

massive process of data collection and time is needed. Hence in this research Sri

Lankan news environment is being considered. And there is no prior knowledge

or analysis exists related to Sri Lankan context.

1.4 Methodology

Generally, this research is done with the intention of finding a promising approach

to credibility evaluation of online news stories. Following approaches are the meth-

ods that are going to be used in the research.
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Figure 1.1: Research Methodology

1) Generate a suitable dataset using existing data.

In In this phase, a suitable dataset for the research will be generated. There is no

available dataset for Sri Lankan websites with their features. So those data will be

collected. Part of the data includes social media behavior of a particular website.

Selected social media platform for this research is Twitter. In order collect those

twitter data, Twitter APIs will be used.

2) Analysis of collected data

Analysis will be conducted in the following for the collected dataset,

• Analysis of behavior of features related to websites

• Analyze similarities and dissimilarities of feature

• Review credibility evaluating techniques available in the literature

• Explore existing extrinsic feature based techniques.

• Explore existing intrinsic feature based techniques.

• Examine and review most appropriate credibility evaluating techniques ap-

plied by previous researchers.

8
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3) Design a method to determine the credibility of online news stories

and news websites and implement a prototype

• Design most appropriate research to evaluate the credibility of news websites

by considering the analysis of the data.

• Design the credibility news website network based on twitter data

• Design the evaluator of news stories based on credibility news website net-

work

4) Evaluate the Implemented model with the association of field expert

• In this phase, the implemented credibility evaluation model will be evaluated

for its accuracy with the participation of some field expert who has some

prominent knowledge in news credibility evaluating

• Also evaluated with human adaptability of this method to identify most

credible news over the online environment.

1.5 Outline of the Dissertation

Today the internet has become a major platform for millions of users to get in-

volved with latest news stories. Even the way of information spreading has changed

because of the existence of social media and microblogging services. At the same

these time social media platforms and news websites have the power of spreading

rapidly than the traditional media. On the positive side, this has democratized

and accelerated content creation and sharing. On the negative side, it has made

people vulnerable to manipulation, as the information in social media is typically

not monitored or moderated in any way. Thus, it has become increasingly harder

to distinguish real news from misinformation, rumors, unvaried, manipulative, and

even fake content. Therefore there should be a proper mechanism to analyze the

credibility of the news information providers or the publisher. So analyzing the

credibility of the news source, news content and the news medium is important in

order to achieve online news credibility.

9
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There are identifiable four categories exists for misleading news stories based on

the news source and the news content. A particular misleading news event can

be a combination of above mentioned four categories. Research in this area can

be mainly categorized into two as linguistic-based approaches and network-based

approaches. Linguistic-based approaches are based on analyzing intrinsic features

of news content and network-based approaches are based on analyzing extrinsic

features of news websites and news content. Apart from them, there are methods

that combine these two approaches. At the same time, there are few logic pro-

gramming approaches as well.

This research follows a methodology which consists of different phases. There are

basically four main phases. First phase is the data collecting phase. In order

to have a fine dataset, data related to Srilankan news websites will be collected

throughout this phase. A part of the data collection holds social network behavior

of SriLankan news stories. The second phase is the analysis of collected data.

In this phase, the most prominent feature will be extracted in order to identify

credibility measurements. As the third phase, a model is generated in order to

predict credibility ratings of each news website. The final phase is the evaluation

of generated model. Evaluation of the model is conducted based on the feedbacks

of experienced and prominent journalists in Sri Lanka.

1.6 Delimitations of Scope

The dataset is generated based on Sri Lankan news websites and the behavior of

Sri Lankan news on social media. Basically the social media network that will

be considering is Twitter. In order to collect Twitter data, Twitter APIs will be

used. So the credibility-network-model of news websites is built based on above

mentioned data.

The considered language will be English.

10



Chapter 1. Introduction

1.7 Summary

So far the in this chapter, the importance of analyzing the credibility of news sto-

ries and news sources is being discussed. Though that the potential harm of fake

or misleading new stories is identified. By considering the area of this research, It

can be seen that the network approaches can yield broader picture on online news

credibility. So based on that this research is focusing on building a credibility-

network-model of news websites in order to get credibility ranking values of each

news website.

As described in the methodology, the first phase will generate a full-featured

dataset on Sri Lankan news websites with including social media data. Twit-

ter is the considered social media platform since according to the literature 85%

of the Tweets is about news events. So in order to collect Twitter data, Twitter

APIs will be used. So this will fulfills the unavailability of a dataset related to Sri

Lankan news websites which can be efficiently used to build more credible envi-

ronment for Sri Lankan people.

The main objective of this research is to build the credibility network model of

Sri Lankan news websites. Basically, this network can identify most credible news

websites because websites with more credible features are given higher ranks. So

by looking at this credibility network human can decide which websites are more

credible and which websites tend to be misleading. Like explained above this

method is fallen into the category of network approaches. So the final aim is to

build a credibility network model which can be analyzed by human intelligence.

11



Chapter 2

Literature Review

The Internet evidently, has become one of the influential news sources. The lit-

erature reports that over 3 billion people around the world now use the internet

via various devices [25]. In addition, news websites have become more not only

profitable but also effective, and media organizations tend to invest in online jour-

nalism. Consequently, the number of the news website is rapidly increasing today.

At the same time number of visits for those websites steadily increasing. The

Newspaper Association of American (NAA, 2006) reports that 112 million people

visited online news sites during the first quarter of 2006. Nearly one-quarter (24%)

of Americans say the Internet is their main source of news, while 44% obtain news

from online sources at least once a week (Pew Research Center, 2005). Hence the

question has been raised on the online news credibility hereafter. Today most of

the countries have paid their attention towards this problem. For example, the

USA has put a lot more attention into fake news during their presidential election

2016 [30]. They discuss the bad consequences towards the election made by fake

news stories. Furthermore, discuss the involvement of social media with fake news

and the potential harm that can make to important events. So currently this

problem of fake news has become a threat. And according to their sources, there

are currently more than 200 news websites which have been identified as fake news

websites. All these fake news websites were engaged in providing fraudulent in-

formation to their consumers. Some of these websites were duplicating the names

of prominent news websites. Hence identifying source credibility emerged as an

12
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important problem to all.

Apart from new websites itself, in the present, there are several commercial multi-

source news providers on the Web, such as Google News (http://news.google.com/),

Yahoo! News (http://news.yahoo.com/.), etc. They have their own mechanism in

order to select or filter news from the web. Although none of them has unveiled

the technical details underlying the way news stories or news events are selected,

conglomerated and ranked. Although it is evident that factors such as freshness,

sources and popularity measures are taken into consideration. They use special

procedure to measure popularity of a particular source in the web. It can be

changed in time to time because popularity is dependent upon time. The infor-

mation provided in news reports may not always be fully verifiable and therefore

another important factor that can help select news is trust or credibility. Since

that commercial multi-source news providers may not be fully correct all the time

because factors like popularity may not always represent credible news. Hence

there should be a proper mechanism for determining the credibility of a news

story. But it is harder to measure the credibility than measuring the freshness or

the popularity. Research on the multi-source news has generally overlooked the

dynamics of news credibility. Mostly credibility of news has been studied through

quantitative approaches (e.g. [25]). There is also documented evidence [27] of

Google News proposals to build a database of news source credibility based on

information such as average story length, number of staff a news source employs,

the volume of internet traffic to its website and the number of countries accessing

the site.

When comes to the theoretical background of this research area, there are two

major categories that can be identified. They are Linguistic Approaches and

Network-based Approaches. Linguistic Approaches in which the content of mis-

leading information is extracted and analyzed to associate language patterns with

deception or fraud and Network-Based Approaches in which network informa-

tion, such as message metadata or structured knowledge network queries can be

13
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harnessed to provide aggregate deception measures[1]. Both forms typically incor-

porate machine learning techniques for training classifiers to suit the analysis. It is

solely incumbent upon researchers to understand these different areas. A consid-

erable amount of literature has been published on both linguistic approaches and

network-based approaches. In recent years, researchers have investigated further

on combining these two main approaches together to form different models to eval-

uate the credibility of news stories. Apart from that there are ranking methods for

news stories build upon logic programming methods. But those logic programming

models are recently emerged and there are very few. So the following sections are

elaborating these approaches separately in order to get a better understanding of

how these approaches are actually administered.

2.1 Linguistic Approaches

In recent years, researchers have investigated a variety of approaches based on

linguistic features. These linguistic feature-based approaches are applied on dif-

ferent news domains. Basically, they have used style based techniques which relies

on computational linguistics and natural language processing. Furthermore, de-

ception detection methods are applied to identify statements at the sentence-level

that constitute prevarications and lies[6]. Rubin[10] contributed the first actual

attempt at fake news detection by separating satire news as a representative of

humorous fakes from real news. In his research investigation, a dataset of 180

news articles was analysed. This is basically style-based approach falls into the

linguistic category.

However Linguistic feature based research area is a huge research area where many

distinguishable categories can be identified when comes credibility analysis of news

or fake news detection. So focusing more on linguistic approaches mainly following

categories can be identified. They are Deep Syntax, Rhetorical Structure and Dis-

course Analysis, Classifiers, Semantic Analysis and Data Representation. When
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considering each of this category, we can see that they have used linguistic fea-

tures in an appropriate way to determine the credibility or detect false information.

As mentioned above the first linguistic approach is the Deep syntax approach.

According to deep Syntax, Analysis of word use is often not enough in predict-

ing deception or identifying false information. So in this approach, deeper lan-

guage structures (syntax) have been analyzed to predict instances of deception.

Deep syntax analysis is implemented through Probability Context Free Grammars

(PCFG). Sentences are transformed to a set of rewrite rules (which can be called

as a parse tree) to describe syntax structure, for example noun and verb phrases,

which are in turn rewritten by their syntactic constituent parts [11]. The final set

of rewrites produces a parse tree with a certain probability assigned. This method

is used to discover rule categories (lexicalized, unlexicalized, parent nodes, etc.)

for deception detection with 85-91% accuracy (depending on the rule category

used) [11].

Rhetorical Structure and Discourse Analysis is another linguistic approach that

identifies instances of rhetoric relations between linguistic elements. Systematic

differences between deceptive and truthful or credible messages in terms of their

coherence and structure has been combined with a Vector Space Model (VSM) that

assesses each messages position in multi-dimensional RST space with respect to

its distance to truth and deceptive centers [12]. At this level of linguistic analysis,

the prominent use of specific rhetorical relations can be suggestive of deception.

Regarding fake news detection, Chen [13] point out the need for an automatic crap

detector for news, but there is no report of his actual experiments regarding this

case. But according to the literature Rubin [12] apply, for the first time, deception

detection approaches to fake news detection using rhetorical structure theory as a

measure of story coherence.

In recent past, there have been many classification-based, semantic-based research

methodologies on credibility analysis of the news. But they certainly focusing on
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one particular domain like politics, sports or a category of news such as satire,

click-baits etc. So focusing on related work on these categories, following models

can be identified as outcomes of previous research work. Ivan Koychev, Preslav

Nakov [7] proposed a language-independent approach for automatically distin-

guishing credible from fake news, based on a rich feature set. In particular, they

use linguistic (n-gram), credibility-related features (capitalization, punctuation,

pronoun use, sentiment polarity), and semantic (embeddings and DB-Pedia data)

features. This research is purely linguistic. But again there could be limitations

because achieving language independence is not an easy task and the model may

depend on the alphabet of the language.

Yimin Chen,Niall J.[8] proposed a potential method for the automatic detection of

click-bait as a form of deception. In their work, they propose methods for recog-

nizing both textual and non-textual click-baiting cues. Click-bait is another way

of spreading misleading news stories. We can recognize some part of click-baits

are intentionally made for spread rumors. Click-bait refers to content whose main

purpose is to attract attention and encourage visitors to click on a link to a par-

ticular web page. Click-bait has been implicated in the rapid spread of rumor and

misinformation online.

So they are solely linguistic feature-based approaches which can be identified from

the current work of this research area. Apart from deep syntax approaches, other

approaches mostly depend on the news domain, which is being considered in the

research, for example political, sports etc. So the generated model cannot be

generalized into different domains. When considering applying deep syntax and

Rhetorical Structure and Discourse Analysis into fake news detection; they are

hard and time consuming than other approaches. Even though these solely linguis-

tic approaches are good at identifying false information that may not be enough in

order to identify fake news stories. Because today fake news providers or websites

are ambitious on producing fake news stories so it is hard to distinguish fake from

real only based on linguistic features. And existence of social networking platform
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make the situation even more complex. So Network Based approaches are more

appropriate for analyzing source credibility. As described earlier, analyzing the

credibility of the source is important to measure the credibility of news stories

which are published on that particular website.

2.2 Network Based Approaches

As mentioned above the second category of news credibility analysis is Network-

based approaches. In this category, extrinsic features are analyzed in order to

build credibility measurements. Basically, network approaches are innovative and

varied because they examine network properties and behaviors. So this network

behavior or the structure mostly can be seen on social media platforms such as

twitter, facebook and other micro-blogging services. As real-time content on cur-

rent events is increasingly proliferated through micro-blogging applications such

as Twitter. According to research in this category, there are several investigations

that analyze network properties of micro-blogging services in order to determine

how news stories are spread. So based on those studies, models are built for

analysing news credibility online.

By considering the mechanisms of social networks, new angles on the problem of

fake news propagation come into reach. Context-based fake news detection again

belongs to this category of research. Acemoglu, Asuman [18] model how false in-

formation is spread in social networks. This is one important attempt at credibility

analysis based on social networks. This is not directly on news but their studies

is a good example of the spreading behavior of false information in social networks.

A considerable amount of literature has been published on network-based ap-

proaches recently. When focusing more on those investigations, several models

and methods that analyze the credibility of online information can be found in

the literature. Tambuscio [15] study the spread of misinformation in social media;

however, they also study the efficacy of countermeasures such as debunking sites.
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In particular, they find that by exceeding a certain threshold in spreading the refu-

tation is sufficient to remove the misinformation from the network, and that this

threshold does not depend on the spreading rate but on credulity and forgetfulness.

When comes to the social media platform, Twitter is being targeted in several

times in order to identify credible information over misleading information. Social

media platforms like Twitter facilitates real-time propagation of information to a

large group of users. This makes it an ideal environment for the dissemination

of breaking-news directly from the news source and/or geographical location of

events[5]. Kwak, Ponnurangam [20] discovered that 85% of discussion topics on

Twitter are related to news. Hence it derives twitter is the most suitable platform

to do a news credibility analysis. So It can be seen that Twitter is the most suit-

able social media platform to analyze the behavior of news stories.

Zareen Sharf, Anwar[22] produce an application called Twitter news credibility

meter which is based on a network analysis of Twitter. That system proposed for

the credibility assessment of a potential news tweet.It is heavily inspired by early

knowledge models. The developed system validates credibility based on Number

of re-tweets received in a specified interval of time, The geographical location of

the users tweeting and the event are identical, The tweets contain reference links

or URLs for more information regarding the event.

Zhiwei Jin, Juan Cao [21] propose to exploit the conflicting viewpoints in mi-

croblogs to detect relations among news tweets and construct a credibility network

of tweets with these relations. First, conflicting viewpoints are mined through a

topic model method. Then they construct a credibility network by linking tweets

with detected relations to evaluate them as a whole. Their model is a good exam-

ple of network approach on Twitter. Here the accuracy of the minded viewpoints

directly affects the accuracy of the resulted network.
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The Knowledge-based network is one prominent approach in Network-based ap-

proaches. The use of knowledge networks may represent a significant step to-

wards scalable computational fact-checking methods. Knowledge-based fake news

detection (also called fact checking ), is tackled with methods borrowed from in-

formation retrieval, semantic web, and linked open data (LOD) research[14]. For

example, Etzioni, Banko [14] propose to use their well-known tool Text Runner

proposed by Yates, Banko[16] to extract and index accurate or factual knowledge

from the web, and to use the same technology to extract factual statements from

a given text in question, matching them against the indexed facts to distinguish

inconsistencies. Magdy, Wanas [15] develop a statistical model to check factual

statements extracted from a given document in question, analyzing how frequently

they are supported by documents retrieved from the web. Both approaches pre-

sume that web resources (or the frequency by which a fact is mentioned) can be

used as an indication of its truth.

In recent past, Martin Potthast, Johannes Kiesel [2] have conducted their research

on a writing style analysis of hyperpartisan news in connection to fake news. They

proposed and demonstrated a new way of assessing style similarity between text

categories via Unmasking, revealing that the style of left-wing and right-wing news

have a lot more in common than any of the two have with the mainstream. Ba-

sically, their intention was to determine how left-wing or right-wing news can be

fallen into the category of fake news. They have used existing knowledge in order

to determine whether the news events are true or false. Furthermore, they show

style-based fake news detection does not live up to scratch. Their approach can

be recognized as an approach which comes under knowledge-based fake news de-

tection. This research is targeting the behaviour of fake news on Facebook.

There are several network effect variables that are exploited to derive truth prob-

abilities [17], so the outlook for exploiting structured data repositories for fact-

checking remains encouraging. From the short list of existing published work in

this area, results using sample facts from four different subject areas range from
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61% to 95%. Success was measured based on whether the machine was able to

assign higher true values to true statements than to false ones [17]. A problem

with this method, however, rests in the fact that statements must reside in a pre-

existing knowledge base. Therefore the accuracy of pre-existing facts of knowledge

base influences on the fact-checking model.

2.3 Mixed Methods

2.3.1 Combination of Both Network and Linguistic Ap-

proaches

In recently researchers have focused on combining both linguistic and network fea-

tures into their research. Basically, they have used network methods to link data

elements and also by using linguistic methods they have analyzed the structure of

the language elements. Some of those studies have shown more prominent result

on identifying fake news stories. Carlos Castillo, Marcelo Mendoza [5] propose

automatic methods for assessing the credibility of a given set of tweets. Specif-

ically, they analyze micro blog postings related to trending topics, and classify

them as credible or not credible, based on features extracted from them. They use

features from users posting and re-posting (re-tweeting) behavior, from the text

of the posts, and from citations to external sources. They have basically focused

on the newsworthy topics on Twitter. Their investigations are based comparisons

of various classification algorithms and interesting features for the task. Features

are extracted from four aspects: the message, user, topic, and propagation fea-

tures. Therefore this research is based on both linguistic and network features

and provides better insight into the problem of identifying credible information on

Twitter.
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2.4 Approaches on Hyperlink Behavior of Web-

sites

Apart from network-based studies on social networking platforms, there exist in-

vestigations based network approaches which analyze hyperlinks behavior of web-

sites in order to evaluate the credibility of a set of websites. Porismita Borah [9]

attempts to understand first, how hyperlinks can influence individuals perceptions

of news credibility and information-seeking behavior. Second, the paper extends

previous research by examining the interaction of hyperlinks with the content of

the story. In doing Furthermore this research examines the influence of hyperlinks

on news frames.

2.5 Logic Programming Approaches

This is a different research approach for the problem of determining news credi-

bility. And this attempt is based on a Logic programing approach for rating the

credibility of news stories. Gabriela, Carlos, Ricardo[23] proposed a qualitative

and personalized trust-based news service which allows news viewers to access

and compare the trustworthiness of news sources and their reports. Viewers trust

statements on sources and reports can be based on the viewers subjective beliefs

or, when absent, trust assumptions can be obtained indirectly from other viewers

beliefs. However, in order to derive trust from other viewers, a trust relationship

between viewers must exist. In this proposal, trust is modelled using DeLP, a de-

feasible argumentation framework based on logic programming [24]. This allows

us to integrate argumentative reasoning into a news service, which will provide a

reasoned basis for the news presented to the user.

In that way, all those approaches from the past can be categorized briefly. All

of them together present different aspects we can consider in order to measure

credibility of news.
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2.6 Twitter as a News media

Twitter, apart from a social media platform, has been studied broadly from a

media perspective as a news dissemination mechanism. And that is for both

regular or periodic news and for emergency situations such as natural disasters, and

other high impact situations [5][20][29][36][37]. For example, Thomson [29] models

the credibility of various tweet sources throughout the Fukushima Daiichi nuclear

disaster in Japan. According to their studies proximity to the crisis seemed to

moderate an increased tendency to share information from highly credible sources.

There are several social media platforms. So why select Twitter as a news media?

Actually this question is answered in many times in the past by several inves-

tigations. Kwak, Ponnurangam [20] discovered that 85% of discussion topics on

Twitter are related to news. Twitter acts not only as a social network, but as a

news source [29]. Notifying oneself regarding breaking news is a common motiva-

tion for examining public tweets [31]. For example when seeking updates about

local emergencies [32] mostly public tweets are examined or searched. So Twitter

is now used to disseminate substantive content such as breaking news. Unfortu-

nately, there are not only of breaking news but also undesirable memes such as

spam [33] and rumors [34].

Therefore it increases the importance of evaluating the credibility of tweets. So

these studies show that Twitter is not less than a news media for millions of

Twitter users.

2.6.1 User Influence In Twitter

Direct links in social media can represent any relationship to common interest or

passion and interest towards a breaking news or even celebrity gossip. Such di-

rected links determine the flow of information and hence indicate a users influence

on others. Therefore when news stories are propagating on Twitter, users are the

ones who influence those news stories to be an interest of other users. According

to the literature, there are three measures of influence: indegree, retweets, and

mentions. Meeyoung, Hamed[28] studied on how different types of influentials in-

teract with their audience. according to their investigation, influential users can
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hold significant influence over a variety of topics. Furthermore, they say that

mainstream news organizations consistently spawned a high level of retweets over

diverse topics. And the name value of the mention helped them get responses from

others.

The proposed method for this research consider these influential factors (indegree,

retweets and mentions) of Twitter to determine the credibility of news stories. Be-

cause when propagating news stories in twitter role of the user gives good insight

into determining the credibility.

According to the studies of Jilin, Rowan[29], URL of the content recommendation

on Twitter is a better way of getting users attention. In a modular approach,

they have explored three separate dimensions in designing such a recommender:

content sources, topic interest models for users, and social voting. So it is an

example of examining the recommendation mechanism of Twitter. According

to their studies URL recommendation is a useful way of streaming information.

Therefore in this research, we are focusing on URL recommendations on news

stories by different users. So in our studies, we propose and examine how this

recommendation mechanism can be applied to determine the credibility of news

websites.

2.7 PageRank Algorithm

Since this research is focusing on rating/ranking a news website based on its credi-

bility, there should be a proper algorithm to achieve that. In order to determine the

importance of web pages, Brin and Page [39, 40] proposed a ranking algorithm,

called PageRank, which computes a ranking for every Web page based on the

graph of the Web. However, PageRank algorithm is the powerful weapon behind

the success of Google Internet search engine market. However, the authors have

focused more on providing quality search outcomes efficiently [39]. This method

brings the most appropriate search results to the top since it takes the assumption

that web hyperlinks as the important votes and ranks search results based on links
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interlinking them [38]. Thus, PageRank has created an innovative way of ranking

the web pages. It is very simple, content-free, and scalable.

2.8 Summary

This chapter discusses different approaches present in this research area. Basi-

cally area of this research can be divided into two as Linguistic and Network.

Furthermore, this chapter discusses existing approaches and models for evaluating

credibility based on Linguistic and Network approaches. Apart from that, meth-

ods that combine both the linguistic and network approaches are discussed. And

again discusses how Twitter can be considered as news media and user influencing

factors on Twitter. Then finally discusses the importance of page ranking algo-

rithm. So based on the literature, our proposed approach suggests a network-based

approach considering user influence of Twitter to build a fine model for rating the

credibility of online news stories. In order to develop a proper and appropriate

rating mechanism, the page ranking algorithm is used. Later sections elaborate

how these approaches are used to design and implement the Credibility Network

Model.
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Design

Proposed Architecture

This chapter outlines the overall design of the proposed solution. As the investi-

gation done under the previous chapter, It is been clarified that Network Based

Approach is more appropriate for this research. Therefore a Network-based ap-

proach is being used to generate the Credibility Network Model for news websites

in Sri Lanka. The intention here is to provide a solid design for a model which

can predict credibility of Sri Lankan news websites by considering online news

propagating environment.

3.1 Design Approach

The architecture of this research is designed based on a Network-based approach.

Based on the literature it is determined that Network-based approach is most

appropriate to conduct the research. Therefore the network behavior of Srilankan

news websites is analyzed in this research. According to the literature it says

that 85% of the Twitter is about news. So Twitter is the most suitable social

media platform to analyze news events. Therefore Twitter has been selected as

the social media platform to analyze news events based on the literature. When

considering the user influence in Twitter, there are three influential factors as In-

degree, Mentions and URL Recommendations. So in this research, all the three

factors are analyzed with the perspective of online news credibility. Therefore three
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models based on In-Degree, Mentions and URL Recommendations are designed in

this chapter. A page ranking algorithm is used in order to determine the credibility

ranking values for news websites.

3.2 System Architecture

This section is devoted to present the architectural and functional design of our

Credibility Network Model. The first phase is the Data collection. Then from the

collected data, the connecting environment of news websites with other users is

observed. As discussed in the literature there are influential factors such as In-

degree, mentions [28] that influence the linking environment in Twitter. Therefore

those factors were considered when building connections among news websites and

other users. So the linking environment is extracted based on collected data. And

as explained in the literature, URL recommendations[29] are again influencing the

connecting environment of websites. Hence these factors are considered separately

in three different models that represent,

• In-degree,

• Mentions and

• URL recommendations.

All the three models generate credibility rankings based on the same rating al-

gorithm. So finally the most accurate model is selected based on the evaluation

results. Evaluation phase is conducted with some prominent journalists in Sri

Lanka.

The proposed architecture of our experiment is depicted in Figure 3.1. We are fol-

lowing three approaches based on main three factors: In-degree, Mentions, URL

Recommendations.

Therefore the model 01 represents the approach based on ”In-degree”, that is

in this model, connecting (linking) environment of news websites are determined
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Figure 3.1: Design of credibility rating model

based on the in-degrees. The model 02 represents the approach based on ”Men-

tions”, that is, the connecting environment of the news websites are determined

based on mentions.

And model 03 represents the approach based on ”URL Recommendations”, that

is, the connecting environment of news websites are determined based on URL

Recommendations.

So following sections describe the design of each model. Though the method of ex-

tracting links is different in each model, the rating algorithm used, to develop the

credibility ranking values, is same for all three models. So the proposed architec-

ture of each model comprises with three main modules; Data Collecting Module

(Dataset), Link Extracting module and Rating Module. Most accurate model

for rating the credibility of online news stories is chosen based on the evaluation

results.
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3.2.1 Model 01 (In-Degree)

This model consists of three main parts. They are data collecting module, Link

extracting module and Rating model. The Figure 3.2 depicts the design of Model

01.

Figure 3.2: Design of Model 01

3.2.1.1 Data Collection

Data Collection phase consists of 2 main parts. First, a dataset consist of Sri

Lankan news websites and features of those websites is generated. So that dataset

contains 85 Sri Lankan news websites and features. As the second part, Twitter

data related to each Sri Lankan news website is collected.
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Data Collection Part 01

Collection of 85 Sri Lankan news websites and features. The considered features

are as following.

• Alexa Rank of the website

• Google plus connections per a website

• Number of tweets a particular website has posted in its twitter account

• Number of twitter accounts a news website follows

• Number of followers per a news website

Data Collection Part 02

Collection of details of 500 followers of each news website separately.

3.2.1.1.1 Data Collecting Methods

1. Sri Lankan News Websites: Reliable sources of Sri Lanka

2. Twitter Data: Twitter Search API, Twitter Tread API, Twitter Steaming

API with python

3.2.1.2 Link Extracting Module (Based on In-degrees)

As described earlier, in this model, the link extracting approach is based on In-

degrees. So basically the total number of In-degree of a particular news website is

the total number of followers of that website. Therefore having a large number of

followers means the in-degree of that website is high. If we consider the followers

as consumers of news websites and two websites have the same set of consumers,

which means those two websites have a common set of properties. So in this ap-

proach websites having a common set of followers(consumers) are linked together.

The links are extracted based on the implementation of the algorithm 01.

So this matrix M is created considering all the edges between USERs and MEN-

TIONs. That matrix is the input for the Rating Model.

29



Chapter 3. Design

Algorithm 1 Link Extraction Algorithm

1: W← All websites
2: T← All threshold
3: for A in W do
4: for B in W do
5: Common Followers set AB = Followers(A) ∩ Followers(B).
6: if sizeof[Common Followers set AB] > T then
7: Link Aand B.
8:

9: Where,
10: A and B are news website ”Common Followers A B” is a Set
11: containing all the common user that follows both
12: the websites A and B.
13:

14: If the numbers of the common followers is greater
15: than the selected Threshold(T), link the website A and B.
16:

17: Here T is selected based on a median values which represented as
18: Size[Common P Q] < ... < size[CommonXY]
19: < .... < size[CommonRS] P,Q,R,S are websites and
20: Median = size [Common X Y] = T
21:

22: Generate W*W Matrix M
23:

24: for A in W do
25: for B in W do
26: if A and B are linked then
27: mark the position (A,B) of M as 1
28: else
29: mark the position (A,B) as 0

30: return M

Another point about this network is this will contain only the Sri Lankan news

websites. As described earlier, Rating model is same for all three models. The

rating algorithm is described in section 3.2.4

3.2.2 Model 02 (Mentions)

This model consists of three main parts. They are data collecting module, Link

extracting module and Rating model. The Figure 3.3 depicts the design of Model

02.
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Figure 3.3: Design of Model 02

#SriLanka #srilanka #Srilanka #lk #lka were filtered daily. Tweets with those

tags are considered as news related tweets

3.2.2.1 Link Extracting Module (Based on Mentions)

In this approach link among Twitter users and news websites are extracted based

on mentions. For example if a user A has posted a tweet having @B in the tweet

body, then A has a directed link towards B. Algorithm 02 is designed to extract

those links from collected data.

Algorithm 2 Mentions based link extraction algorithm

1: for each Tweet do
2: Extract username of the USER who post the tweet
3: Extract all the ”MENTIONS” in the tweet body
4: Link Twitter USER with ”MENTIONS”
5:

6: W← All USERs + all ”MENTIONS”
7:

8: Generate W*W Matrix M
9: for A in W do

10: for B in W do
11: if A and B are linked then
12: mark the position (A,B) of M as 1
13: else
14: mark the position (A,B) as 0

15: return M

So this matrix M is created considering all the edges between USERs and MEN-

TIONs. That matrix is the input for the Rating Model.

Another point about this network is this will contain not only the news websites

but also the users who post tweets about Sri Lankan news. As described earlier,
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Rating model is same for all three models. The rating algorithm is described in

section 3.2.4

3.2.3 Model 03 (URL-Recommendations)

This model consists of three main parts. They are data collecting module, Link

extracting module and Rating model. The Figure 3.4 depicts the design of Model

03.

Figure 3.4: Design of Model 03

3.2.3.1 Data Collection

Data collection is same as the model 02. But here data is filtered in order to extract

URLs from Tweets. Like in the previous model (model 02), Tweets containing tags

of #SriLanka #srilanka #Srilanka #lk #lka were filtered daily. Tweets with those

tags are considered as news related tweets.

3.2.3.2 Link Extracting Module (Based on URL Recommendation)

In this approach links between users and news websites are extracted based on

users who are posting URLs related to news stories. For example, if the user A

posting a URL such as www.news.lk, user A is linked with the domain name news

of that posted URL. So the following algorithms explain the whole process of ex-

tracting connections between users and URLs.

Algorithm 03 is about extracting connections between USERs and URLs per a day.

For each day a set of USER,URL edges are created according to this algorithm.

Algorithm 04 is for a particular period of time. After generating (USER, URL)

set for each day in a particular period (work done by algorithm 03), the common
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Algorithm 3 Extracting URL with USER

1: Filter Tweets with URLs
2:

3: for each Tweet with URLs do
4: Extract username of the USER who post the tweet
5: Unwrap the URL and get the Domain name of the URL
6: Link the domain name of URL with the Twitter USER
7:

8: Create (USER, URL) Set for each Day

set of (USER, URL) is extracted based on the algorithm 04. The purpose of doing

this is to identify the frequent set of users who update tweets frequently on news.

Algorithm 4 Dataset creation algorithm with USER, URLs

1: Take the sets of (USER,URLs) in a certain time period
2: for each day do
3: Set a Threshold for ”Minimum number” of Tweets per Day by a USER
4:

5: if Number Of Tweets by USER(A) > Threshold then
6: Extract USER(A) with URLs PostedBy(A)

7: for each Week do
8: Extract Common USERs and linked URLs
9:

10: Generate W*W Matrix M
11:

12: for A in W do
13: for B in W do
14: if A and B are linked then
15: mark the position (A,B) of M as 1
16: else
17: mark the position (A,B) as 0

18: return M

So this matrix M is created considering all the edges between USERs and domains

name of URLs. That matrix is the input for the Rating Model. The rating model

is same for all the three models and it is described in section 3.2.4

3.2.4 Rating Model (Credibility Network Model)

This model represent the implementation of Rating Algorithm of the news web-

sites. So it produces credibility rating values for each news websites. And further
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by considering the connectivity among news websites, the Credibility Network

Model is built.

3.2.4.1 Rating Algorithm

The Rating mechanism of news websites is build according to the following algo-

rithm. This algorithm is the pageRank algorithm.

Page Rank Algorithm For Rating News Website

PR (A) = (1− d) +
d(PR(T1))

C (T1)
+ ...+

d(PR(Tn))

C (Tn)

where

PR(A) is the PageRank of page A,

PR(Ti) is the PageRank of pages Ti which link to page A,

C(Ti) is the number of outbound links on page Ti and

d is a damping factor which can be set between 0 and 1.

PageRank of page A is recursively defined by the PageRanks of those pages which

link to page A. The PageRank of pages Ti which link to page A does not influence

the PageRank of page A uniformly. Within the PageRank algorithm, the PageR-

ank of a page T is always weighted by the number of outbound links C(T) on page

T. This means that the more outbound links a page T has, the less will page A

benefit from a link to it on page T. The weighted PageRank of pages Ti is then

added up. The outcome of this is that an additional inbound link for page A will

always increase page A’s PageRank.

Finally, the sum of the weighted PageRanks of all pages Ti is multiplied with

a damping factor d which can be set between 0 and 1. Thereby, the extend of

PageRank benefit for a page by another page linking to it is reduced.

So this mechanism is used in order to rate websites. So all the websites that are

connected to a particular website is considered in order to calculate the rating

value of the second website.
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3.3 Limitations of the methodology

In the Twitter data collecting phase Tweets are collected having #SriLanka #sri-

lanka #Srilanka #lk #lka in the tweet body. So those tweets will be considered

as tweets related to Sri Lankan news stories. So other news related tweets which

do not have above tags will not be collected.

3.4 Summary

This chapter elaborates the complete design in detail. In the system architecture,

three models are designed based on factors: In-degree, Mentions and URL Rec-

ommendations. The algorithms used in each model is described under different

sections. As the Ranking algorithm, page Ranking algorithm is chosen and it is

described in this chapter. And finally, this chapter discusses the limitations of the

research methodology.
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Implementation

This chapter focuses to introduce comprehensive arrangement to carefully analyze

the dataset and implement the architecture proposed in the previous chapter. The

important features which are extracted and data filtering methods on Twitter are

discussed in this section. As described in the previous architecture, three models

are developed based on the factors: In-degree, Mentions and URL recommen-

dations. And several problems came across when developing these models. So

different techniques are used to overcome those problems when implementing the

models.

4.1 Dataset- Data filtering techniques

This research is focusing on data related to Sri Lankan news stories. First, a

dataset is created with 85 Sri Lankan news websites and their features. Those

data were collected by referring reliable sources and Twitter APIs. Secondly fol-

lowers details of each website is collected using Twitter APIs. These collected data

were used in the analysis of the Model 01(In-degree). As described in the section

3.2.1, Model 01 is developed based on the In-degree of each news website.

As the second part of the data collection, Tweets related to Sri Lankan news stories

are collected. Therefore only the tweets related to Sri Lankan news stories were

filtered. Mostly Sri Lankan news stories appear with Sri Lanka tag. But the tag
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can be seen in different ways such as #lk, #lka, #SriLanka, #SL, #srilanka etc.

So mostly tweets with those tags are related to news. Data filtering techniques are

used to filter twitter data in order to extract tweets with Sri Lankan news stories.

Therefore data is filtered by the time data is loaded using twitter search API with

python. That is based on having ”Sri Lanka” tag in the tweet body. Figure 4.1

is example tweets posted by ground views and FT Sri Lanka news, having tags

#SriLanka, #lka and a URL inside the tweet body. Figure 4.2 is an example tweet

of having mentions inside the tweet body.

Figure 4.1: Examples of News Tweets

Figure 4.2: Example of a Tweet having mentions inside the tweet body

So as the first step of data filtering, Tweets are filtered which having ”Sri Lanka”

tags inside the tweet body. Those are considered as Tweets related to Sri Lankan
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news stories. So at the first step, a dataset is generated with those news tweets.

Secondly, those data is analysed in Model 02 (Mentions) and Model 03(URL Rec-

ommendations) in order to generate Credibility Network Models. In model 02, we

analyse the factor ”mentions”. Therefore from the data, the user (who posted the

tweet) and ”mentions” are altered to generate the Credibility Network Model. In

the Model 03, we analyse the factor ”URL Recommendation”. Therefore from the

data, user(who posted the tweet) and posted ”URLs” are altered to generate the

Credibility Network Model. Figure 4.3 depicts the method of data filtering that

is described above.

Figure 4.3: Data Filtering Method
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4.2 Implementation of Rating Model

In section 3.2.2.1, the algorithms used to implement page ranking mechanism is

described. This python implementation for the rating method is based on the page

ranking algorithm. So the function definition for the page ranking is as following,

def pagerank(G, alpha=0.85, personalization=None, max iter=100,

tol=1.0e-6, nstart=None, weight=’weight’, dangling=None)

And the parameters described here are as following,

G : graph A NetworkX graph. Undirected graphs will be converted to a

directed graph with two directed edges for each undirected edge.

alpha : float, optional Damping parameter for PageRank, default=0.85.

personalization : dict, optional The ”personalization vector” consisting

of a dictionary with a key for every graph node and nonzero

personalization value for each node.By default, a uniform distribution

is used.

max iter : integer, optional Maximum number of iterations in power

method eigenvalue solver.

tol : float, optional Error tolerance used to check convergence in power

method solver.

nstart : dictionary, optional Starting value of PageRank iteration for each

node.

weight : key, optional Edge data key to use as weight. If None weights are

set to 1.

dangling : dict, optional
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Table 4.1: Input matrix for the rating algorithm

A B C D
A 0 1 1 0
B 1 0 0 1
C 1 0 0 0
D 0 1 0 0

If there is no connection between two nodes X, Y the position of (X,Y) = 0

If there is connection between the two nodes X, Y then the position of (X,Y) = 1

If we consider Table 4.1 these A, B, C, D as websites (nodes), code 0 represents

websites are not linked and code 1 represents websites are linked. For example,

from the above matrix, A, B have a link(edge) and A, D dont have a link(edge).

Therefore (A, B) position of the matrix is code 1 and (A, D) position of the matrix

is code 0.

As described in section 03, there are three models considering factors: In-degree,

Mentions and URL recommendation. So in each model, the method of generating

this input matrix is unique to that model. The algorithms explained in section

03 clearly describes how the links(edges) are extracted between websites (nodes)

by each model. And by considering those links(edges), a matrix is generated in

every model according to the above matrix format. So all the matrices generated

by each model are in the input format which is explained above. Therefore each

model generates different Credibility Network Models because they produce dif-

ferent input matrices. But all the three models use the same ranking algorithm

explained in section 3.2.2.1.

Output of the Rating Model

As the output of this model it will generate ranking values for each node in the

graph. So each node represent a website. Hence the ranking values are obtained

for each news website.
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4.3 Programming Languages and APIs

4.3.1 Python

Python is a widely used generalpurpose, high-level programming language devel-

oped by Guido van Rossum from National Research Institute for Mathematics

and Computer Science in Netherlands. Due to its simplicity, large inbuilt libraries

& functions; Python is considered as a stable programming language for file pre-

processing purposes.

4.3.2 Twitter Search API

The Twitter Search API is part of Twitters REST API. It allows queries against

the indices of recent or popular Tweets and behaves similarly to, but not exactly

like the Search feature available in Twitter mobile or web clients, such as Twit-

ter.com search. The Twitter Search API searches against a sampling of recent

Tweets published in the past 7 days. This API is used to search tweets having Sri

Lanka tags in its tweet body.

4.3.3 Twitter Steaming API

The streaming Twitter API is an example of a HTTP Streaming API. HTTP

Streaming is a technique used to push updates to a web client. A persistent

connection is held open between the web client and the web server so that when

the server has new information it can push it to the client. This API is used to

collect daily tweets.

4.4 Summary

This section discusses the data filtering techniques used by each model. Then

discusses the code level implementation of the ranking algorithm. Furthermore

discusses the input format of the ranking algorithm and how each model gener-

ates inputs to the ranking model. And furthermore describes the programming

languages and Twitter APIs used in the research.
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Results and Evaluation

The purpose of this chapter is to evaluate the result of the generated models de-

scribed by the previous chapters. We discussed three models based on the factors:

Indgree, Mentions and URL recommendations. This chapter describes produced

results by each model and the evaluation of the results. We followed a special

procedure to do the evaluation of our models. That is based the feedbacks of few

experienced and prominent journalists in Sri Lanka. The evaluation procedure is

discussed in detail in this chapter. And finally based on the evaluation and litera-

ture we are going to decide the most appropriate model from the three generated

models.

5.1 Data Collection

Based on System architecture described under section 3.2.1, data collection has

two parts. The first part, Dataset 01, is the collection of Sri Lankan news websites

with their features. The second part, Dataset 02, is the collection of followers

details of each news website. The third part of the dataset is the collection of daily

tweets about Sri Lankan news stories. Table 5.1 is consisting of few instances of

the dataset 01 and Table 5.2 is consisting of few instances of followers details of

the website Colombo Telegraph. Likewise, followers’ details of all 85 news website

are collected using Twitter APIs. The Dataset 01 and Dataset 02 is used in the

Model 01(In-degree).
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Table 5.1: Dataset of Sri Lankan news websites (Dataset 01)

Site
Name

Site URL
Alexa
Rank

No of
Foll-

-owers

No of
Tweets

No
Follo-
-wing

Google
Plus
Follo-
wers

Sri Lanka
Guardian

srilankaguardian.org 621063 1797 4,482 427 5

Colombo
Page

colombopage.com 283149 2044 18819 111 17

Lanka
Truth

lankatruth.com/en 95123 191 44 137 1

Hiru
News

hirunews.lk/ 79673 145182 57911 59 211

Table 5.2: Few instances of the Dataset of Followers of Website- Colombo
Telegraph

Screen ID Name
Loca-
-tion

Frie-
-nds

count

Follo-
-wers
count

Sta -
-tus

count

Favo-
-rites
count

2226112430
azaff
mohamed

Sri
Lanka

68 8 75 235

830860539181961217
Samitha
Sandaruwan

Sri
Lanka

430 17 4 50

884626479891402753 Semondu
Sri
Lanka

102 5 4 36

882899452423548928
Benson
Morgan
Ramiro

Indiana,
USA

2472 29 29 9

2292089349
M. Abdul
Hameed

Doha 173 55 14 25

As described in the section 3.2.2 and 3.2.3, daily tweets are collected for the model

02 and model 03. Table 5.3 is a sample of data collected to extract mentions and

URLs in tweets (which are related to Sri Lankan News Stories) with the Twitter

user. The data extraction process is described in sections 3.2.2 and 3.2.3.

5.1.1 Data Collection Results

Table 5.1 represents an instance of dataset 01 which consists of Sri Lankan news

websites and five other features of them. Features which have been identified

can be used to build credibility measurements for news websites. Above data is
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Table 5.3: Set of tweets from dataset of tweets related to Sri Lankan news
stories

User
Tweets

having Sri Lanka tags with URLs or Mentions

groundviews
”Corruption is an on-going issue here. If someone
hits a pedestrian on the road with their motorbike,
he will go in https://t.co/KlGJqZdeSo

WedivistaraLK
https://t.co/FEtiCTiXTB
#lka #Srilanka @MangalaLK

FT SriLanka
GLOBAL ECONOMICS by Razeen Sally:
Thoughts on the Budget and what comes next
https://t.co/1Wxbp8qip1 #lka #srilanka

NalakaG
#Digital Transformation in #SriLanka: Opportunities and
Challenges in Pursuit of Liberal Policies.
Full report we launched ear

collected using python and some reliable known sources. Identified features are as

following,

1. Alexa Rank of the website

2. Google plus connections per a website

3. Number of tweets a particular website has posted in its twitter account

4. Number of twitter accounts a news website follows

5. Number of followers per a news website

The dataset 01 described above were analyzed to derive credibility measurements.

Those measurements are built upon special behaviors of features of websites. So

from those features, Alexa Rank of the website and the total number of followers

have considerable similarities. As described earlier in the section 3.2.1, No of fol-

lowers means the In-degree of the website. The news websites which have good

Alexa Rank (a high daily web traffic) seems to have a considerably high amount

of twitter followers.

Figure 5.1 depicts how followers and Alexa Ranks behave on the websites which

have more than 8000 Twitter followers. Those websites seem to have a considerable

44



Chapter 5. Results and Evaluation

traffic according to the facts of Alexa Rank. (If the Alexa Rank of particular

website is less than 10000, that website has a considerable web traffic)

Figure 5.1: Similarities between Alexa Rank and No of Followers

According to this analysis, if the Alexa Rank is high (means that particular web-

site has low web traffic) the total number of Twitter followers for a website is

considerably low. Alternatively, if the Alexa Rank is a small value (means that

particular website has high web traffic) the total number of Twitter followers of

that website is considerably high.

So that means Total number of Twitter Followers of a website is good indicator

for measure credibility. Therefore the model 01 described under section 3.2.1 is

based on the Twitter followers of news websites.
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5.2 Evaluation Procedure

5.2.1 Survey Results

To evaluate our model we conducted a survey with few selected reputed journal-

ists in Sri Lanka. Most of them have more than ten years of experience in online

journalism. They were selected based their experience in journalism and the rep-

utation. On the survey, they were asked to rate 12 websites, which were randomly

selected, based on online news credibility. And again asked them to weight the fac-

tors that influence the credibility of news such as Author, News source and News

Medium. Then by considering their ratings and weighting factors, new credibility

rating values for those 12 websites were generated in order to do the evaluation

of Credibility Network Models. Credibility rating values are generated based on

the equation (A). In later in this section, those generated rating values are used

to evaluate the three models.

Rank of a website(A) =
1

n

n∑
i

(RAi)×Wi ⇐ (A)

Where, n is the number of journalists. (RAi) is the rating value given to the

website by a journalist(i). Wi is the weight given to the factor News Source by

the journalist(i). Table 5.4 shows the ranking values obtained on the selected 12

websites by using the equation (A).
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Table 5.4: Ranks obtained from Survey Results

No Website
Ranks obtained
from Survey Results

1 Lanka Voice 1.68
2 Ground Views 2.96
3 Gossip Lanka 2.35
4 Virakesari 1.883333333
5 Hiru News 2
6 Tamil Guardian 2
7 Asian Mirror 3.966666666
8 BBC Sinhala 3.28
9 News First 4.833333334
10 Vikalpa Voices 2.85
11 Colombo Telegraph 5.21
12 Adaderana 5.05

5.2.2 Method of Evaluation

It is necessary to evaluate the algorithms and methods which are used by using an

evaluation criteria. The developed three models produce different rating values for

websites and users in the Credibility Network. The purpose of the evaluation is

to identify the model which produces the most accurate credibility rankings that

match with the survey results. Therefore a rank comparison method is used to

compare ranking values produced by each model with the survey results. Hence

in this research, Spearman’s rank correlation coefficient is used to compare the

models with survey results.

5.2.2.1 Spearman’s rank correlation coefficient

Spearman’s correlation determines the strength and direction of the monotonic

relationship between the two variables rather than the strength and direction of

the linear relationship between the two variables. A monotonic relationship is

a relationship that does one of the following: (1) as the value of one variable

increases, so does the value of the other variable; or (2) as the value of one variable

increases, the other variable value decreases. Figure 5.2 represent examples of

monotonic relationship and non-monotonic relationships.
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Figure 5.2: Monotonic and non-monotonic relationships

5.2.2.1.1 Definitions and Calculations

The Spearman correlation coefficient is defined as the Pearson correlation coef-

ficient between the ranked variables. For a sample of size n, the n raw scores

Xi,Yi are converted to rank rg(Xi), rg(Yi). The formula of Spearman’s Rank

correlation coefficient, is given as,

ρ = 1−
6
∑
D2

i

n(n2 − 1))
⇐ (B)

ρ : Coefficient of Rank correlation

Di : Difference in Ranks between paired values of X and Y

Di = rg(Xi)− rg(Yi)

n : Sample size
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5.2.2.1.2 Values of Spearman’s rank correlation coefficient

The Spearman correlation coefficient, ρ, can take values from +1 to -1.

A ρ of +1 indicates a perfect association of ranks,

A ρ of zero indicates no association between ranks and

A ρ of -1 indicates a perfect negative association of ranks.

The closer ρ is to zero, the weaker the association between the ranks.

5.3 Evaluation of the Models

As discussed in section 03, three Credibility Network Models are developed based

on the factors: Indegree, Mentions, URL Recommendations. Each model pro-

duces different ranking values to news websites based on their implementations.

It is necessary to identify which model is highly associated with the ranks obtained

by the survey results. Therefore each model is evaluated with Spearman’s rank

correlation coefficient in order to identify strong associations with the ranks ob-

tained by the survey results. So in this section, all the three models are evaluated

in order to identify most accurate Credibility Network Model.

5.3.1 Result and Evaluation of Credibility Network Model

Generated by Model 01 (In-Degree)

This model is implemented according to the algorithm explained under section

3.2.1. So in Table 5.2 consists of few instances of followers details of Colombo

Telegraph News website. Likewise, followers details to all 85 websites were col-

lected. But the network model only represents 40 websites. Those websites are

randomly selected over having High, Middle, Low total number of Twitter follow-

ers. Because according to the analysis it is discovered that Number of Followers

is a good credibility indicator. Resulted Credibility Network is depicted in Figure

5.3.
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Figure 5.3: Resulted Credibility Network of Model 01

The ranking values produced by this model is evaluated with Spearman’s rank

correlation coefficient. Like explained in section 5.2.2.1.1, each rank in a sample

is converted to a new rank based on the Spearman’s rank correlation coefficient.

In this analysis, the new ranks Xi are allocated according to the increasing order

of ranks generated by the Model 01. So table 5.5 represents the ranks produced

by the model 01 and the converted ranks for the same 12 websites shown in Table

5.4. So the ranks produced by the model 01 is compared with ranks obtained from

the survey results for the same 12 websites.
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Table 5.5: Ranks obtained by Model 01 and New Ranks

Website
Name

Generated
Rank by Model 01

New
Rank (Xi)

Lanka Voice 1.102529836 1
Ground Views 2.091371957 2
Adaderana 2.411397462 3
News First 2.573328486 4
Virakesari 2.959844717 5
BBC Sinhala 3.278557778 6
Gossip Lanka 3.280423463 7
Colombo Telegraph 3.472654746 8
Hiru News 3.478766828 9
Tamil Guardian 3.504891444 10
Vikalpa Voices 4.09695303 11
Asian Mirror 4.501379723 12

In the same way, ranks obtained by survey results also converted to news ranks

to the scale of 1 to 12. Table 5.6 shows the ranks obtained by survey results and

newly converted ranks (Yi). And again the new ranks (Yi) are allocated according

to the increasing order of ranks obtained from the survey results.

Table 5.6: Ranks obtained by Survey Results and allocated New Ranks

Website Name
Ranks Obtained
By Survey Results

New Rank (Yi)

Lanka Voice 1.68 1
Virakesari 1.883333333 2
Hiru News 2 3
Tamil Guardian 2 4
Gossip Lanka 2.35 5
Vikalpa Voices 2.85 6
Ground Views 2.96 7
BBC Sinhala 3.28 8
Asian Mirror 3.966666666 9
News First 4.833333334 10
Adaderana 5.05 11
Colombo Telegraph 5.21 12

Now according to the Table 5.7 Di (Difference in Ranks between paired values of

X and Y) and D2
i are calculated in order to determine the Coefficient of Rank

correlation (ρ).
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Table 5.7: Determination of Coefficient of Rank correlation (ρ) for the Model
01

Website
Model 01

Rank
(Scale 1-10)

Ranks
obtained

from survey
(Scale 1-10)

New
Rank
(Xi)

New
Rank
(Yi)

Di D2
i

Lanka
Voice

1.102529836 1.68 1 1 0 0

Ground
Views

2.091371957 2.96 2 7 -5 25

Adaderana 2.411397462 5.05 3 11 -9 81
News First 2.573328486 4.83334 4 10 -6 36
Virakesari 2.959844717 1.883333 5 2 3 9
BBC
Sinhala

3.278557778 3.28 6 8 -2 4

Gossip
Lanka

3.280423463 2.35 7 5 2 4

Colombo
Telegraph

3.472654746 5.21 8 12 -4 16

Hiru News 3.478766828 2 9 3 6 36
Tamil
Guardian

3.504891444 2 10 4 6 36

Vikalpa
Voices

4.09695303 2.85 11 6 5 25

Asian
Mirror

4.501379723 3.966666 12 9 3 9∑
D2

i = 281

By using the Equation (B),

ρ = 1−
6
∑
D2

i

n(n2 − 1))

n = 12 (there are 12 websites) and
∑

D2
i = 281

Then ρ = 0.018

By using equation (B), calculated Coefficient of Rank correlation (ρ) for the Model

01 is 0.018. According to 5.2.2.1.2, the closer (ρ) is to zero, the weaker the asso-

ciation between the ranks. Therefore association between the ranks produced by

the model 01 and ranks obtained by the survey results have a weak relationship
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because 0.018 is closer to zero.

5.3.2 Result and Evaluation of Credibility Network Model

Generated by Model 02 (Mentions)

This model is implemented according to the algorithm explained under section

3.2.2. So in Table 5.3 consists of few instances of tweets, which have mentions

in the tweet body, used to develop this Credibility Network Model. Figure 5.4

represents the Credibility Network obtained through this Model and each node in

the network represents a website or an active Twitter User. The ranking values

produced by this model and the ranking values obtained by the survey results are

evaluated with Spearman’s Coefficient of Rank correlation in order to determine

the association between them. Further, this model is evaluated in the same way

as the Model 01.

Figure 5.4: Credibility Network Obtained by Model 02

The ranking values produced by this model is evaluated with Spearman’s rank

correlation coefficient. Like explained in section 5.2.2.1.1, each rank in a sample

is converted to a new rank. In this analysis, the new ranks (Xi) are allocated

according to the increasing order of ranks generated by the Model 02. And Table

5.6, which represent the allocation of new ranks (Yi) to obtained ranks of survey
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results, is used for this calculation as well. Further calculations are same as section

5.3.1. Then Coefficient of Rank correlation (ρ) is determined for Model 02 as well.

Now according to the Table 5.8 Di (Difference in Ranks between paired values of

X and Y) and D2
i are calculated in order to determine the Coefficient of Rank

correlation (ρ).

Table 5.8: Determination of Coefficient of Rank correlation (ρ) for the Model
02 (Mentions)

Website
Model 01

Rank
(Scale 1-10)

Ranks
obtained

from survey
(Scale 1-10)

New
Rank
(Xi)

New
Rank
(Yi)

Di D2
i

Gossip
Lanka

0.594749787 2.35 1 5 -4 16

Lanka
Voice

0.739616146 1.68 2 1 1 1

Asian
Mirror

0.803498245 3.9666 3 9 -6 36

Hiru
News

0.878867689 2 4 3 1 1

Virakesari 0.921997851 1.8833 5 2 3 9
BBC
Sinhala

1.051830689 3.28 6 8 -2 4

News First 0.997735084 4.8334 7 10 -3 9
Vikalpa
Voices

1.116409782 2.85 8 6 2 4

Adaderana 1.213161691 5.05 9 11 -2 4
Ground
Views

1.824795222 2.96 10 7 3 9

Colombo
Telegraph

1.832414654 5.21 11 12 -1 1

Tamil
Guardian

1.999297365 2 12 4 8 64∑
D2

i = 158

By using the Equation (B),

ρ = 1−
6
∑
D2

i

n(n2 − 1))

n = 12 (there are 12 websites) and
∑

D2
i = 158

Then ρ = 0.448
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By using equation (B), calculated Coefficient of Rank correlation (ρ) for the Model

01 is 0.448. According to 5.2.2.1.2, the (ρ) is between 0 and +1. The significant

Spearman correlation coefficient value of 0.448 confirms a positive correlation be-

tween the Ranks produced by the Model 02 and the ranks obtained by the survey

results.

5.3.3 Result and Evaluation of Credibility Network Model

Generated by Model 03 (URL Recommendations)

This model is implemented according to the algorithm explained under section

3.2.3. So in Table 5.3 consists of few instances of tweets, which have ”URLs”

posted in the tweet body, used to develop this Credibility Network Model. Figure

5.5 represents the Credibility Network obtained through this Model and each node

in the network represents a website or an active Twitter User. The ranking values

produced by this model and the ranking values obtained by the survey results are

evaluated with Coefficient of Rank correlation in order to determine the association

between them. Further, this model is evaluated in the same way as the Model 01,

Model 02.

Figure 5.5: Credibility Network Obtained by Model 03
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The ranking values produced by this model is evaluated with Spearman’s rank

correlation coefficient. Like explained in section 5.2.2.1.1, each rank in the sample

is converted to a new rank based on the Spearman’s rank correlation coefficient.

In this analysis, the new ranks (Xi) are allocated according to the increasing order

of generated ranks by Model 03. And Table 5.6, which represent the allocation of

new ranks (Yi), to the obtained ranks of survey results, is used for this calculation

as well. Further calculations are same as section 5.3.1 and 5.3.2. Then Coefficient

of Rank correlation (ρ ) is determined for the Model 03 as well. Now according to

the Table 5.9 Di (Difference in Ranks between paired values of X and Y) and D2
i

are calculated in order to determine the Coefficient of Rank correlation (ρ).

Table 5.9: Determination of Coefficient of Rank correlation (ρ) for the Model
03 (URL Recommendations)

Website
Model 01

Rank
(Scale 1-10)

Ranks
obtained

from survey
(Scale 1- 10)

New
Rank
(Xi)

New
Rank
(Yi)

Di D2
i

Lanka
Voice

1.1672796 1.68 1 1 1 0

Ground
Views

1.2092166 2.96 2 7 -5 25

Gossip
Lanka

1.7237396 2.35 3 5 -2 4

Virakesari 1.791969 1.883333 5 2 3 9
Hiru
News

1.8415426 2 4 3 1 1

Tamil
Guardian

1.9135218 2 6 4 2 4

Asian
Mirror

1.950952 3.966666 7 9 -2 4

BBC
Sinhala

2.5703016 3.28 8 8 0 0

News
First

3.3192166 4.833334 9 10 -1 1

Vikalpa
Voices

3.8940924 2.85 10 6 4 16

Colombo
Telegraph

4.7825482 5.21 11 12 -1 1

Adaderana 5.2464346 5.05 12 11 1 1∑
D2

i = 66
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By using the Equation (B),

ρ = 1−
6
∑
D2

i

n(n2 − 1))

n = 12 (there are 12 websites) and
∑

D2
i = 66

Then ρ = 0.768

By using equation (B), calculated Coefficient of Rank correlation (ρ) for the Model

03 is 0.768. According to 5.2.2.1.2, the (ρ) is between 0 and +1. The significant

Spearman correlation coefficient value of 0.768 confirms a strong positive correla-

tion between the Ranks produced by the Model 03 and the survey results.

5.4 Comparison of the Models

As discussed in the section 5.3, association of each model with the survey results is

different. Table 5.10 represent obtained Coefficient of Rank correlation (ρ) values

for each model.

Table 5.10: Coefficient of Rank correlation ρ of each model

Model 01
(In-degree)

Model 02
(Mentions)

Model 03
(URL

Recommendations)
Coefficient
of Rank correlation (ρ)

0.018 0.448 0.768

All correlation analyses express the strength of linkage or cooccurrence between to

variables (here variables are ranking methods) in a single value between -1 and +1.

This value is called the correlation coefficient (ρ). A positive correlation coefficient

indicates a positive relationship between the two variables (the larger A, the larger

B) while a negative correlation coefficients expresses a negative relationship (the

larger A, the smaller B). A correlation coefficient of 0 indicates that no relation-

ship between the variables exists at all.
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Based on the ρ values obtained, Coefficient of Rank correlation of Model 03 (URL

Recommendations) is the highest and it is closer to +1. The value of Model

01(In-degree) is closer to zero, means association between Model 01 and the survey

results is weak and the value of the Model 02 is comparatively low than the Model

03.Model 02 has a positive correlation with survey results but it is not as strong

as Model 03. According to the Spearman correlation, Model 03 and the survey

results have a strong positive correlations. Hence ranks produced by model 03 is

highly associated with ranks obtained by survey results. Therefore Model 03 is

the acceptable and most accurate model over the three models.

5.5 Summary

This chapter discusses the evaluation of the three models of In-degree, Mentions

and URL Recommendations. The Spearman’s rank correlation coefficient is used

to determine the association of each ranking model with the ranks obtained by the

survey result. According to that evaluation, Model 03 (URL Recommendations)

has the highest Spearman’s rank correlation coefficient. Therefore Model 03 has a

strong positive correlation with the survey results. The purpose of the evaluation

is succeeded by identifying a Credibility Network Model that produce accurate

credibility ranking values. This chapter elaborate how these calculations are made

and how the Model 03 is selected as the best model.
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Chapter 6

Conclusions

In this chapter, we summarize the methods we followed in order to build credi-

bility network model and the rating mechanism. Apart from that the challenges

and problems encountered while doing the research are discussed. Furthermore,

discusses the applicability of these models to obtain credibility ratings of news

websites.

6.1 Introduction

The main aim of this research work was to propose a mechanism to rate the

credibility of online news stories. Therefore this research focus on determining

news credibility based on the credibility of the news source. In the thesis, the

concepts of Network and linguistic approaches and the nature of user influence

in Twitter and a ranking algorithm were presented thoroughly. A survey of the

existing approaches which perform credibility analysis online has been conducted.

After that, an overview of the conceptual approach developed has been given

in the thesis. The approach namely rating the credibility of online news stories

based on the news source credibility has been designed and developed. A proper

evaluation based on a survey and evaluating method was carried out to show the

effectiveness of our Credibility Network Model. Finally, various interesting results

about online news credibility based on influential factors (In-Degree, Mentions,

URL Recommendations) is discovered.
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6.2 Conclusions about research Objectives

n this research, we have developed three models that determine the credibility

of the news source based on the influential Twitter factors: In-degree, Mentions

and URL Recommendations [28]. So all the three factors are analyzed in three

different Credibility Network Models and evaluated to identify best Credibility

Network Model over the three models. When developing these models, different

data collecting methods were applied. That process is described under section 04.

Furthermore, different algorithms are developed in each model to extract connec-

tions among news websites. Section 4.2 elaborate the process of developing each

model to generate Credibility Ranking values for news websites.

As discussed in section 5.2.1, to do the evaluation, first a survey was conducted

with the reputed and experienced journalists in Sri Lanka. On the survey, they

were asked to rate 12 different news websites and some other questions related to

online news credibility. Then by considering their feedbacks ranking values were

calculated for the previous 12 websites. And the each Credibility Network Model

(In-degree, Mentions, URL Recommendations) is evaluated with the survey re-

sults. The evaluation procedure is explained in section 5.2. For the evaluation,

Spearman’s rank correlation coefficient is used. Spearman’s correlation coefficient

(ρ) measures the strength and direction of the association between two ranked

variables. By using Spearman’s rank correlation, the association between each

Credibility Network Model (In-degree, Mentions, URL Recommendations) and

the survey results were determined in section 5.3. And according to that evalua-

tions Model with highest (closer to +1) Spearman’s rank correlation coefficient is

identified and that model is the Model 03 (URL Recommendations). Therefore it

is identified that Model 03 produces credibility ranking which is highly associated

with journalists credibility ranking values. In other world Model 03 matches with

the perspective of journalists. According to the studies of Jilin, Rowan[29], URL

of the content recommendation on Twitter is a better way of getting users atten-

tion. In the perspective of credibility of news, results of our research show that

URL recommendation for news is a better way of identifying credible information.
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That is a new contribution made by our research towards the area of the research.

When focusing on other two models, Model 01 (In-degree) and Model 02 (Men-

tions), they have comparatively low Spearman’s rank correlation with the survey

results. As described in section 5.4, Coefficient of Rank correlation (ρ) of Model

01 (In-Degree) is closer to zero. That indicates a weak relationship between the

Model 01(In-Degree) and the survey results. And again according to the litera-

ture, popular users who have high In-degree are not necessarily influential in terms

of spawning retweets or mentions [28]. On our perspective based on the analysis

conducted, points that In-degree of the news website may not necessarily influ-

ence the news credibility online. That is again a contribution to this research area.

The Model 02 (Mentions) has a positive Coefficient of Rank correlation (ρ) between

0 and +1, but as not as high as the value of Model 03 (URL recommendations).

Therefore model 02 has an average relationship with survey results.

According to this studies finally, a Credibility Network Model is introduced with

proper evaluation. Therefore the problem addressed in the beginning, that is de-

termining the credibility of online news website/source can be answered based on

the model 03 (URL Recommendations).

The two research questions we discussed can be answered based on our model.

Because the Credibility Network Model we developed considering the URL Rec-

ommendation produces fine credibility rating values as described above. Therefore

credibility of an online news website/source can be determined based on our Cred-

ibility Network Model (Model 03). And again based on the news source credibility,

humans can decide the credibility of a news story posted in that particular news

source. In that way the research questions can be justified based on the developed

Credibility Network Model.
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6.3 Conclusions about research problem

In research problem we discussed in section 2.1, we discuss the importance of

having credible information and the bad influence that arise when the information

we get is not credible. One way of evaluating the credibility of the news story is

evaluating the credibility of the news website/source. So our Credibility Network

Model introduces a new mechanism for evaluating the credibility of news websites.

The problem we discuss is addressed by this model because it ranks the credibility

of news websites based on their network behavior on Twitter. Therefore our

contribution to this problem is introducing a new model that ranks news websites

based on their credibility.

6.4 Limitations

As described in section 1.6, we consider Twitter as the social media platform and

collect Twitter data for this research. Currently, we consider only the Sri Lankan

news environment, therefore, all the collected data related is to Sri Lanka news

stories. The Credibility Network Model represents the news websites which are

currently active. Therefore we need to update the Model with current data from

time to time in order to be updated with newly arriving news websites.

6.5 Implications for further research

As for further implications, global data can be collected and improve the model

with global data. In this research, we evaluate the credibility of news website/-

source in order to determine the credibility. Therefore this can be further improved

to examine the credibility of Authors of new stories etc. Therefore this model can

be improved to determine the credibility of the news story based on the author of

the news story combining with the source credibility.
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Chapter 7

Appendices

7.1 Appendix A

7.1.1 Survey Questions

1. Your experience in online journalism

• More than 5 years

• More than 10 years

• Other:

2. Which of the following sites do you visit for International news?

i BBC

ii The Guardian

iii Asia Times

iv AdaDerana24x7

v DailyFT

vi Daily News

vii Other:

v



3. Which of the following sites do you visit for Local news? *

i Colombo Telegrap

ii Ground Views

iii DailyFT

iv News First

v Lanka Voice

vi SriLanka Mirror

vii Vikalpa

viii Ceylon Today

ix Daily News

x Lanka C News

xi Other:

4. Which factors would you consider most important in determining the cred-

ibility of a news item? Give your answer by weighting the following factors *

0,1.5,2.5,3.0,4.5,5,6.5,7.5,8,9.5

1. Author

2. News Source/website

3. News Medium (Traditional news papers/Online news))

5. Rate your credibility ranking of the Following News Websites (1-HighlyCredible,

2-Good, 3-Average, 4-Poor, 5-VeryPoor) *

i Colombo Telegrap

ii Vikalpa

iii Asian Mirror

vi



iv Adaderana

v News First

vi Gossip Lanka News

vii Ground Views

viii BBC

ix Lanka Voice

x Tamil Guardian

xi Hirugossip

xii Virakesari

xiii Colombo Telegrap

xiv Vikalpa

xv Asian Mirror

xvi Adaderana

xvii News First

xviii Gossip Lanka News

xix Ground Views

xx BBC

xxi Lanka Voice

xxii Tamil Guardian

xxiii Hirugossip

xxiv Virakesari

vii



6. Have you ever experienced fake news from any of the sites you ranked 1 or 2

above?

• Never

• Almost Never

• Rarely

• Sometimes

• Frequently
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