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Abstract

The usage of smartphones and other mobile devices like tablets are gradually increased over
the past decades. With the privilege of using smartphones, reliable user authentication on mo-
bile devices has become a crucial requirement. Many authentication strategies have been pro-
posed as alternatives to traditional password protection approach. Shape-based authentication
methods like password pattern and biometric based authentication methods such as face bio-
metric and fingerprint are some of the popular alternatives among them. However password
pattern approach is considered to be the most popular authentication method which is accepted
by many users.

In terms of security, password pattern is rather weak since the pattern can be easily stolen
and reproduce. Thus, this project propose an implicit authentication approach that enhances the
security of password pattern by adding additional security layer. the secondary layer will use a
combination of face features and touch behaviours to identify the legitimate users. This study
was conducted by using an Android application to collect data from user input on the touch
screen. This data collection is done in two consecutive steps as face features and username is
collected in the first step and touch behaviour in the second step.

Data analysis and user verification are done by using a statistical method which uses confi-
dence interval calculated by using the sample mean and standard deviation to identify legitimate
users. The final decision is made based on a pre-calculated threshold values which are 0.7 as
the face threshold and 0.46 as the touch threshold value. Finally the this method could achieve
76.11% accuracy rate with 91.67% success rate, 8.33% false rejection rate and 39.44% false
acceptance rate.
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Chapter 1

Introduction

Worldwide mobile device users are rapidly increasing and recent statistics indicate that mo-
bile devices especially smartphones are gradually replacing PCs and becoming a key computing
platform [1] [2]. Nowadays, mobile devices, play a vital role as a tool for people on the inter-
net. People use mobile devices to search information, store information, entertainment, social
activities, e-learning activities and especially on-line business activities such as e-banking, e-
commerce. With this technological advancement, people more rely on mobile devices which
inevitably make them store more sensitive data on these devices.

As the demand of the mobile application rises, particularly smartphones, more security chal-
lenges are evolved. Mainly the user authentication has become more challenging requirement.
Many studies on authenticate legitimate users and detect frauds on mobile devices has been
conducted and identified that there is a high necessity of enhanced level of user authentication
on a mobile device with relevant to future social, political and economic impact of the internet
through mobile devices[2].

This project is focused on introducing secure multi factor authentication mechanism for mo-
bile applications which integrates password pattern with user behavior and facial biometrics.
Proposed authentication scheme is based on knowledge factors (password pattern) and inher-
itance factors (biometrics). This approach allows users to use highly usable and memorable
password patterns for authentication and device will take care of the user validation through
behavioral and facial biometric combinations.

1.1 Motivation

The degree of mobile application security depends on the trustworthiness of the user authen-
tication. Knowledge-based authentication methods, such as traditional pin and password-based
authentication methods found to be inadequate and feeble for securing current mobile devices
and services [3] and many types of researches have been done in this area to introduce enhanced
authentication methods.
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With the Android OS, password pattern was introduced as a shape based authentication tech-
nique.The shape is consists of an arbitrary number of strokes which are drawn between nine
dots. This allows the user to easily memorize the password [5]. However, these methods are
vulnerable to various types of security threats or attacks, such as brute force attacks, shoulder
surfing [4][9] and smudge attacks [23].

In order to overcome these weaknesses, biometric based authentication has been introduced
as an alternative authentication method. The biometric technologies identify a person based on
unique and immutable user characteristics [10]. These technologies use ”something user is” to
identify user rather than just something user know. Biometric authentication related researches
have been done mainly based on two areas as behavioral biometrics and physical biometrics.
Physical biometrics is a relatively stable physical feature of a human body for example fin-
gerprint, facial characteristics, iris pattern [11]. Behavioral biometrics is based on traits ac-
quired from human behavior or habits. Signature, voice, touch dynamics, keystroke dynamics
are fallen into behavioral characteristics. When comparing to knowledge-based authentication
methods, biometric based authentications are considered to be more secure [26].

However, all of these technologies have drawbacks. There is a risk in fail sometimes for some
people [12]. For an example, face recognition can be failed due to facial changes with age,
weight, medical conditions and injuries. Moreover, if biometric information is compromised,
it is not feasible to undo or revert back. Also user behavior may change according to the user
condition and the environment.

The usability (user willingness) of the authentication mechanism also considered as an im-
portant factor. Some of the authentication methods that provides a stronger level of security
obtain low ranks in terms of the usability [25]. Hence above factors influence to explore on new
usable authentication scheme which is based on multi-factor authentication.

1.2 Significance of the research

Most of the mobile authentication related researches are based on only one biometric factor
such as fingerprint authentication, face unlock, iris scan or user behavior. Resource limitations
and user satisfactory factors may have an influence on this matter. This research is focused on
design reliable authentication scheme by using two biometric types face and user behavior.

The significance of this project is, enhance security by adding additional security layer (multi-
factor authentication) to the password pattern authentication method. Despite some weaknesses,
password pattern is considered to be the most widely accepted and deployed authentication
method. Therefore mobile users are already familiar with this process and touch dynamics and
facial features will be acquired during user entering the password pattern which implies to have
a high usability level than other biometric data acquisitions.
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1.3 Goals & Objectives

The main goal of this project is to introduce novel authentication scheme based on multi-
factor authentication for mobile applications. It extends the password pattern approach by
adding two biometrics such as user touch behavioral biometrics and facial biometrics-based
user validation as an additional security layer such that users are authenticated not only by the
password pattern but also the touch gestures and user facial features.

The above goal will be accomplished by fulfilling the following objectives

1. Review the literature concerning the usage of touch behavior biometric and facial features
to distinguish legitimate users.

2. Investigate the ability to use this two biometric validation on resource-constrained devices
such as mobile devices.

3. Identify suitable classification technique.

4. Compare the result of proposed authentication method with existing research statistics
to identify whether this approach has any improvement by means of accuracy and user
acceptance.

5. Identify if any improvement is required to improve performance.

1.3.1 Research Questions

This project is based on following research question.

• What are the alternatives to improve mobile application security without losing user ac-
ceptance.

• Whether it is possible to use combination of face and touch dynamic biometrics to distin-
guish users.

Here we assume that the way user holding the device also can be considered as a unique
characteristic.

1.4 Scope

The trustworthy authentication mechanism is very important for any computing device and
application which handle critical tasks. However, with emerging trends, it is very clear that
mobile devices have more priority than other computing devices in day to day life which intro-
ducing more security threats for mobile applications.
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In this project, mobile platform was selected based on their market share which allows a
greater accessibility to users. According to the current trend, Android mobile devices have the
strongest user demand [27]. Also, there is a similar trend in selecting Android as a prototype
development platform by researchers [26].

Hence this project is mainly focused on mobile application authentication. And the imple-
mentation of new concept will be done for Android mobile applications.

1.4.1 Design Concerns

Several points have identified that need to be considered when designing the proposed multi-
factor authentication method.

1.4.2 Computational Capability

The main concern on providing a solution for securing mobile authentication is the resource
constraints. the mobile devices have less computational capability processing power and the
limited storage. So typically the computation capability of mobile devices are lower compare
to other computing devices like desktop computers. That implies algorithm complexity, com-
munication cost, processing delay should be considered when designing the solution.

1.4.3 Energy Consumption

Minimize energy consumption is one of the other main challenging issues in mobile devices.
Unlike desktop computers, mobile devices are operated by using battery power. So energy
consumption should be considered when using various sensors embedded in the mobile device
to extract data and when deciding the sampling rates.

1.4.4 Accuracy

The second layer of authentication in proposed authentication method is comprised of both
touch dynamics and facial feature extraction. Facial features acquired in different occasions
tend to vary due to surrounding light conditions and background noise levels. When compare
to facial feature extraction, feature acquisition of touch dynamics is less sensitive to those envi-
ronmental factors. However touch dynamic biometrics features also tend to change on different
occasions due to various reasons like mood, distractions.

By considering above factors, to maximize the accuracy, the combination of touch dynamic
biometric features and facial features have to be used for authentication.
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1.5 Overview

In details structure of the thesis is as follows. The second chapter describes the research activ-
ities in the area of biometric-based user authentication undertaken in past few years. The third
chapter describes the design and methodology used for the research. The fourth chapter will be
in the implementation which includes data acquisition, preprocessing, feature selection decision
making and data adoption approach. Project evaluation and result analysis will be included in
the fifth chapter. Finally, the sixth chapter will conclude the research based on its behavior.
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Chapter 2

Literature Review

2.1 Overview

With the technological advancement in the computing and communicational devices, the
popularity of mobile devices has been increased with their network connectivity capabilities. A
survey published on ”eMarkerter” website in the year 2014 was predicted that the number of
smart-phone users worldwide will exceed 2 billion in 2016 and over half of mobile phone users
will be switched to smartphones by 2018 [32]. Nowadays, it is clear that mobile devices are
gradually replacing the desktop computers and have become a dominant computing platform
in human life in many aspects including business, social networking, gaming, navigation, e-
banking, and handling payment through Near Field Communication (NFC) technology etc.
[14].

The increasing popularity of mobile devices make people rely more on mobile devices and
it implies the increase of sensitive data stored on those devices. However, applications and
data stored on mobile phones are found to be less protected from unauthorized access than a
conventional desktop or laptop computers. Unfortunately, the portability of mobile devices also
has a negative impact in terms of security. Because of the portability, they are more vulnerable
to be stolen which may cause to sensitive data leakage or device misuse.

A significant number of research efforts can be seen in this area with different types of au-
thentication strategies; especially from the last decade. Also, there are few surveys have been
conducted to evaluate user’s security needs, their concerns and user awareness which reveal that
there is an increasing user interest in perceived security and data protection[25][26].

If consider the history of user authentication of mobile devices, knowledge-based authentica-
tion methods like Personal Identification Number (PIN) or password pattern can be identified as
the primary methods used to authenticate mobile users [33]. The introduction of the graphical
password (password pattern) over text-based password is considered as one of the main turning
point [15]. However, in security point of view, these techniques were not successful because
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they are vulnerable to a number of security threats including brute force attacks, spy on the
password (shoulder surfing) and smudge attacks [4] [5].

As an alternative, researchers have proposed using user biometrics to identify the legitimate
user against fraud users [16] [6] [13]. Biometric is described as a technique of recognizing
individuals based on their unique and immutable characteristics. biometric-based user authenti-
cation is considered to be more secure than either PIN or password pattern based authentication
because they are hard to be stolen or lost or forged. Especially they also provide the advantage
that users are not required to remember their passwords [17].

Aside from those advantages, using biometrics also have some issues in being used as user
authentication method in some cases. Jain et. al. [39] have conducted a research on this topic
and they presented four features that describe ”What biological measurements qualify to be
biometric”.

Universality Majority of the users should be able to use biometrics

Distinctiveness These user characteristics should be sufficient enough to verify user iden-
tities.

Permanence Characteristics should vary over time.

Collectability Should be able to measure characteristics quantitatively.

Those are the major factors that biometric measures should fulfill. Performance, Accept-

ability, and Circumvention are other concerns that encompass with accuracy, speed, resource
requirement , user acceptability and the possibility to grant access to other fraudulent users.

biometric-based authentication is divided into two categories as physical biometrics and be-
havioral biometrics. Relatively stable features of a human body such as facial characteristics,
iris pattern or fingerprint are used as physical biometrics. behavioral biometrics are traits that
acquired from human behavior such as touch gestures (keystroke dynamics), voice and signa-
ture [26].

Physiological Biometrics

This section includes a survey of existing authentication methods used in mobile devices and
discusses their advantages and disadvantages, security level and usability based on research
worksand surveys conducted in this area. Also, this section will provide the study of data
acquisition methods, feature selection, and decision-making technologies that are supposed to
use in this project.
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2.2 Mobile User Authentication

Traditional PIN and password pattern based authentication mechanisms which were intro-
duced as primary authentication mechanisms to authenticate users on mobile devices are per-
ceived as not adequate anymore because they are vulnerable to a number of security attacks
such as shoulder surfing, brute force attack and smudge attack [26]. However, the sensitivity
of data stored on devices and the context of use implies the requirement of another level of
protection. Using biometric information for user authentication can be identified as one of the
most promising approaches introduced in last decade. Recently, biometrics authentication has
been receiving an extensive attention with increasing demands for personal identification and
access control on mobile devices like smartphones.

Biometric authentication methods use human physical or behavioral characteristics to iden-
tify the legitimate user and thus having many advantages over other methods such as users are
not required to remember their password, no token (written note) can be lost or stolen, and also
biometric data are harder to crack [25]. These advantages has influenced leading market players
in mobile devices like Android and Apple to move into this area. Based on their research works,
Android released face unlock feature with their OS version 4.0 (Ice Cream Sandwich) [15] [17]
and iPhone released fingerprint unlock feature (Touch ID) with 5S [18].

However, an effective authentication method should suit to the mobile device in terms of
their resource constraints and should have a good user acceptability while providing a high
level of security. Few surveys can be found in this area which was conducted based on the
effectiveness of existing authentication methods. The survey conducted by H. Sieger et al.
(2010) has presented a good analysis based on the effectiveness of different types of biometric
authentication methods on mobile devices. In their research perceived security protection and
the usability factors were considered as main criteria [25]. During the study, they have identified
some biometric methods which are not suitable or cannot be implemented for mobile devices
due to hardware constraints. Using palm print, hand vascular and hand or ear geometry for user
recognition are among them. According to their research, there are some other authentication
methods that provide high security but have less user acceptance. In their list of most secure
authentication methods, iris and voice-based authentication methods have taken the top places
but they have low ranks in terms of the usability [25].

Nedaa Zirjawi et. al. (2015) also have done a survey to analyze user perception of different
biometric authentication techniques in terms of information security, data privacy, and user
willingness to accept additional security features. Especially they have considered the impact
of demographic factors like age and smartphone to user preferences. Figure 2.1 clearly illustrate
the how users are concern about using their sensitive data to protect smartphone data.



9

Figure 2.1: Criticality of user biometric information[36]

There is another survey which is done by De Luca et al.(2015)[34] also emphasise the same
fact that usability is the most influencing factor to which biometric authentication method will
be selected by the user. In their publication, they have pointed out two primary usability is-
sues. One is slow authentication speed and inconvenience and other is social awkwardness.
They have found that these factors are highly influenced to limit the participants adoption of a
biometric-based authentication methods [25]. If consider face recognition approach, align face
correctly in front of the camera can be difficult as well as awkward to do in a public area. In
the case of fingerprint biometrics, it is hard to scan fingerprint if fingers were too oily or dry.
Also using a device cover also affects the fingerprint reading. There is a great impact from such
experiences to reduce the user willingness to use fingerprint biometrics as the authentication
method [26].

Behavioral biometric authentication is the other type of biometric authentication. Though
physical biometric approaches have more accuracy level than behavioral biometric approaches,
behavioral biometric also have some advantages over physical biometrics. For example, once
physical biometric such as iris or face biometrics are compromised, there will be no replace-
ment; or the number of replacement can be limited if it is a fingerprint. But in an event of
behavioral biometric like touch dynamics, if the touch dynamic template associated with one
password pattern is compromised, then the new template can be regenerated with a new pass-
word pattern. Moreover, behavioral biometrics can be collected during the user’s normal life
activities which illuminate the social awkwardness.

When authenticating users by using behavioral biometrics, it is important to classifying the
behavior. behavioral biometrics can be classified into five categories based on the collected
user information types [13]. The first category is based on authorship based biometrics which
examines the text or drawing user entered to the device. It observes the style peculiarities
typical of the author such as vocabulary, punctuation or brush strokes. The second category
is based on Human computer interaction (HCI). Different user strategies, styles are examined
here. This category can be divided further into categories as human interaction with input
devices (keyboard, mouse, and haptics) and advanced human behavioral biometrics (strategy,
knowledge or skills exhibited by the user during interaction with software). The third category is
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monitoring indirect HCI based biometrics (system calls, registry access etc.). Fourth is motor-
skill based biometrics (muscle utilization) and fifth is based on pure biometrics.

For mobile device authentication schemes, authorship based biometrics are used. Among
the research works done for behavioral biometric-based user authentication, keystroke dynam-
ics and touch dynamics have taken a significant amount of attention in last few years. With the
technological advancement and arrival of the mobile touch screen, research interest has been
diverted more into touch dynamics over the keystroke dynamics. Figure 2.2 illustrate the evo-
lution of research works in the area of touch dynamics as analyzed by Shen Teh et. al (2016)
in 2016 in their survey[26].As state in their survey touch dynamics has notable advantages than
physical biometric in terms of user authentication on mobile devices. Basically, it can be imple-
mented easily by using existing resources like sensors embedded into the mobile device. And
the most important fact is a collection of touch dynamics is a non-intrusive process which does
not add additional burden to the mobile user.

In terms of security, touch dynamics can be used in conjunction with the password pattern to
gain an enhanced level of security. Here the way user performs the password pattern is mon-
itored [4]. It includes touch screen data of current smartphones such as pressure, coordinates,
size, speed, time etc. to distinguish the legitimate user from an attacker.

Despite drawbacks, password pattern is considered to be the most widely accepted and de-
ployed authentication method. Therefore using touch dynamic combined with password pattern
has high potential to obtain higher user acceptance than other biometric-based authentication
methods.

By considering above factors, this research is mainly focused on using touch dynamics ef-
fectively for user authentication by combining with the password pattern and facial features.
Therefore analysis on existing research efforts on the area of touch dynamics will be done here.

Figure 2.2: Emerging trend of research works on touch dynamics [26]
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2.2.1 Touch Dynamics Biometrics

Touch dynamic is a behavioral biometric process of capturing and assessing the way of a
person touches on a touch screen device. These touch information can be used to identify a
user. Within this process, digital signature (template) will be generated by using touch dynamics
upon the user registration and this signature is considered to be a unique identifier to identify
individual users. To increase the strength of this signature, touch dynamic features can be used
in conjunction with a password pattern.

However, most of the early research works were based on keystroke dynamics. The research
was done by Gaines et al. in 1980 is one of the early research works done to authenticate indi-
viduals who seeking access to confidential/sensitive information stored in a computer. In their
research, they used the timing between successive keystrokes [35]. With the rise of smartphones
and tablets, researchers have shown more interest towards touch dynamics in recent past. Figure
2.3 illustrate the evaluation of touch dynamic related research works as captured by Shen Teh
et. al. (2016).

Figure 2.3: Evolution of touch dynamic biometric research works [26]

The following section will discuss the pros and cons of using touch dynamics for user au-
thentication over other biometric methods.

Advantages

Human touch pattern on a touch screen contains unique features which are useful in distin-
guishing users. These unique features are extracted by processing the raw information collected
via the device touch screen. In most of the research works spatial, motion and timing features
such as pressure, coordinates, size, speed and elapsed time have been used for user authenti-
cation. Because of these multi-dimensional features are unique which means hard to replicate
again and again, touch dynamics offers a high probability of identifying users accurately.

Beside the distinctiveness, it offers a number of advantages over other biometric authen-
tication systems. The conjunction of touch dynamics with password pattern in smartphones
provides an advanced level of security. Despite the vulnerabilities, password pattern has a
higher user acceptance which makes it more popular among most of the smartphone users [12]
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[13]. Combining these two will produce a user-friendly authentication mechanism with high as-
surance level which can authenticate users non-intrusively during the user login attempt. Most
notably touch dynamic can be used for authorization through constant monitoring users
touch patterns. This operation can be run during an active login session to deter other users to
perform unauthorized operations [25][26].

With comparison to physical biometric approaches, there are few other advantages of touch
dynamics features. In the case of compromising the touch dynamic template that used to au-
thenticate the user, it is possible to revoke the touch dynamic template. In such case users just
have to change their touch dynamic template by simply changing their password pattern. But
finding an alternative for iris or face biometric is not possible. In contrast to physiological bio-
metric data acquisition process, collective touch dynamics is easy to implement and also cost
effective. It does not require special hardware such as hardware that uses for iris data collection
or fingerprint data collection. Instead, it can use built-in sensors to capture touch dynamics.

In addition, due to data acquisition is done while user engaged in their normal routine, helps
to increase the usability of touch dynamic based authentication methods over other physio-
logical authentication methods. Because of it is using a touch pattern which is familiar to the
majority of the smartphone users and there is no social awkwardness like doing iris authenti-
cation in a crowded place, can be identified as one other advantage of using touch dynamic for
user authentication.

Disadvantages

As common for all the authentication methods, few disadvantages could be found in touch
dynamic based user authentication as well. When referring to the research work done in this
area, touch dynamic methods exhibits lower accuracy than physiological biometric methods.
Unlike iris and fingerprint biometrics, there is a tendency to vary the touch biometric feature
data due to external factors like mood or other distractions [26]. Therefore this need to be
considered during design user authentication methods that using touch dynamic features.

In terms of the computational power, mobile devices have less computational capability than a
conventional desktop or laptop computers. Therefore this will directly impact on the algorithm
complexity which implicitly affects the security level and the reliability of the authentication
methods. Also when using touch dynamic authentication methods on mobile devices, it is very
important to consider the energy consumption of the particular application [26]. Because
different types of sensors embedded into mobile devices are used to collect the user touch
behavioral features. Thus the usage of these sensors, usage frequency, and the duration will
have a direct impact on the energy consumption of the device [37].
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Moreover, it is a well-known fact that human behavior does not steady as physiological fea-
tures and it can be changed over time. For an example user’s touch patterns typically change
as they get more familiar with the device and the password pattern [26]. Therefore the touch
dynamic based authentication methods should have the ability to adapt itself to the change of
user touch pattern.

2.2.2 Facial Biometrics

Over the last two decades, many research attempts can be found in the area of user authenti-
cation based on face recognition. Face recognition play vital role not only user authentication
but also in security and surveillance purposes. Thus currently face recognition has received a
significant attention in fields like banking, law enforcement, e-learning.

The face recognition process is a combination of three different processes; face detection,
feature extraction and face recognition. Various research worksare conducted in each of these
stages. U. Bakshi et. al. [40] has done a comprehensive survey on face detection and feature
extraction techniques which are integral and important part of face recognition. According
to their survey, there are four types of methods are used for face feature extraction; template
based, appearance based, color segment based and geometric-based methods. The template-
based methods are identified as a simple method to implement. But as these methods do not
represent whole structure of the face it could affect the accuracy level of the methods. The
second one is appearance-based methods and it can be identified as an alternative for template-
based methods as they use optimal feature points which represent global face structure. The
third type is color segment based methods and those methods use the color model to detect the
skin and feature with morphology operation. These methods are considered to be inefficient
in the perspective of performance. Last is the geometric base methods like Gabor wavelet.It
uses transform face feature extraction to extract stable and scale invariant features. Table 2.1
contains a summary of their survey [40].

Author Technique Methods Features Advantages Disadvantages

T.Kanade,1997 Geometry based Gabor wavelet method Eyes, mouth, nose
Small database
Recognition rate 95% Large no.of features are used

A.Yuille, D. Cohen,
P.Hallliman,1989 Template based Deformable template

Eyes, mouth, nose,
eyebrow

Recognition rate 100%
Simple

Does not represent global
face structure

C.Chang, T.S.Huang
C.Novak,1994 Color based

Color based feature
extraction Eyes, mouth

Small database
Simple manner

Performance is limited due to
diversity of backgrounds

Y.Tian, T.Kanade,
J.F.Cohn,2002 Appearance-based PCA,ICA,LDA Eyes, mouth

Small no. of features
Recognition rate 98%

Need good quality image
Large database required

Table 2.1: Face feature extraction techniques [40]

Also, literature could be found for some research efforts that used techniques like Eigenface
technique genetic algorithm for reliable face detection. A set of eigenvectors that used for face
detection is called as Eigenfaces. This technique was introduced by Sirovich and Kirby in
1987 [21]. Then Turk and Pentald used this technique in their research done in 1991 for face
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classification. Even though this approach had some issues still it is considered as a benchmark
for newer approaches [20].

Other than that, some research workshad been conducted on use face shape context to com-
pare faces [20][22]. Basically, facial recognition systems are mainly based on size, shape, and
distances between landmarks like eyes, nose, jaw and cheekbones [12]. However, there are
some extended research worksthat used wrinkles and moles to improve the reliability of the
system.

With the rapid growth of the mobile usage, many research workshave been conducted one
using face recognition in mobile applications [11]. For an example, Android released their ice
cream sandwich version with face unlock feature. According to surveys that carried out in this
area has found that using face unlock feature is not convenient sometimes [16] and unfortunately
many security breaches had been reported in this area.

Advantages

If consider data acquisition in face recognition approach, it does not require expensive and
high sensitive equipment as used for iris and retina identification. Instead, it can use the inex-
pensive fixed camera to obtain facial features. This is one of the main advantages of using face
recognition over other methods. Also, face recognition is not distracted by background noises
and other noise variances due to the device as in voice recognition approach.

Furthermore, another biometric technique which is based on fingerprint or hand has a high
tendency of being unsuccessful or useless due to tissue damages such as bruised or cracks. So
comparing to hands and finger-based biometric techniques, face recognition has less chance
of being useless due to such damages. Additionally, the ability tp execute face recognition
passively without distracting users is another advantage of face recognition. Therefore this
technique is beneficial for security and surveillance purposes because face recognition can be
done without any explicit user involvement since face images can be captured from a distance
by a camera.

Disadvantages

However, any biometric method may present some drawbacks because they involve human
and biological characteristics. According to literature, current face recognition methods perform
well in controlled environments such as frontal face images are acquired with strict constraints
as defined in face recognition standards. Because the human face is a three-dimensional object
and it might affect to identify the true face due to facts like uneven illumination. Also, there are
few other variables affect the face recognition performance including wearing glasses, different
skin coloring and facial expression due to different moods [40].
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In fact, facial feature extraction in the unconstrained environment is a time-consuming as well
as challenging process due to arbitrary illumination, pose variations (size) and the orientation
[40]. Therefore much research attention has been devoted in the area of facial feature extraction.
There are a significant amount of research workscan be found on feature extraction and they
have mainly focused on what type of features are used and their effectiveness [40].

So relying on one authentication factor not sufficient enough when providing reliable authen-
tication scheme. The chief technologist of the Center for Democracy & Technology, Joseph
Lorenzo Hall has mentioned that You cannot use a biometric as a primary authenticator, or
you’re going to have a bad time, and he recommend to use passwords as the first line of secu-
rity, and then use biometrics as an additional factor in security [41].

2.3 Device Selection and Data Acquisition

Data acquisition is the first operation of user authentication process which acquiring raw
dynamic data. These raw data are acquired repeatedly over a specific time interval. Device
selection is one of the important factors in this process. Because different devices have a differ-
ent set of sensors which can be used to collect various types of features. In the touch dynamic
research domain, commercial off-the-shelf smartphones and digital tablets are commonly used
for data acquisition [26]. As the focus of this project is on using touch dynamic features for user
authentication, literature in the area of collecting touch dynamics on mobile devices by using
the touch screen is explored here.

The data acquisition of the majority of the research works has been done by using smart-
phones [26]. As predicted in the survey published on ”eMarketer” website in the year 2014
number of smart-phone users worldwide is increasing rapidly [32]. Therefore high usage of
smartphones for research works in touch dynamic domain can be due to this fact that larger
population of mobile device users are using smartphones. But there are few exceptional litera-
ture can be found which are used tablets for their researches. The research done by Bond and
Ahmed Awad (2015) is one of them.

The resources available in the device is one of the criteria that should be considered while
selecting the device. As mentioned earlier different mobile devices are equipped with different
resources. Modern devices come with advanced technologies and more processing capabilities
which useful to run complex algorithms. Also, they are bundled with higher precision and
resolution sensors, which can be used to capture features with higher quality.

Second criterian is the development platform. It is important to select a development platform
which allowed to do modifications and also the availability of open source library functions that
can be utilized for the feature extraction. In terms of customizability, Android will take the
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Figure 2.4: The distribution of underline research development platform [26]

high rank over another development platform. Because Android platform provides open source
library functions [42]. The second factor is device platform need to be flexible, which means
applications should be able to easily install on the mobile device without publishing it to a
mobile application store. Both Android and Windows platforms provide this flexibility [26].
Furthermore, both Android and Windows device platforms provide direct access to system and
data files without installing any third party applications or configuration changes. The third
factor that should be considered when selecting the development platform is the cost of available
development tools. In the survey done by Pin Shen Teh et. al (2016), they have done a good
analysis of these factors. Table 2.2 shows the result of their survey.

Android iOS Windows
Development Tool Free $99/year Free
Publishing Fee $25 one-off No Yes
Side Loading Yes No Yes
Programming Language Java Swift C# or VB
Open Source Yes No No
Cross Platform Developments Yes No No
File System Visibility Yes No Yes

Table 2.2: Comparison of Different Development Platforms

Moreover selecting the mobile platform that popular among the large population (large mar-
ket share) also very important. Because if the market share is higher, it will helpful to obtain
a higher user acceptance. According to the current trend, Android mobile devices have the
strongest user demand [27]. Therefore Android platform has been selected in many research
worksto implement the prototype development [26] as shown in Figure 2.4.

Based on the literature survey done by Pin Shen Teh et. al. (2016), research workshas used
two approaches to select the device to use for the experiment. One is to use a predetermined
device which is decided by the researcher or researchers who doing the research and another
approach is to use the user’s own device for the experiment. Among these two approaches,
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the first approach is considered to be the most popular approach among research activities.
According to Shen Teh et. al. it is around 94% percent [26].

In literature, two main reasons could be found for selecting predetermined device for data
acquisition. One is using the same device to acquire user data helps to inconsistencies due to
different behaviors of different devices. For example, availability of sensors may vary from
one device to other and also there is a possibility to have variations in sensor sensitivity or
the resolution [43]. The second fact is that users are much familiar with their own devices.
Therefore there is a possibility to introduce a bias in the experimental results [26].

However, there are some different perspectives can be found in the literature. Some ex-
periments have used user’s own device to collect data as it is helpful to reach a large set of
population groups. Because of data acquisition is done by using user’s own device via a mobile
application, it is not required them to physically present in the data acquisition process. Some of
the research works have emerged the fact that the usage of user’s own device helps to obtain an
experimental result which reflects their actual usage behavior [26]. The reason given by them
is that user’s behavior while using their own device can be varied when performing a task on
another device in the controlled environment. Also, their concern was collecting data under a
controlled environment may produce an over-optimistic result compared to researched done in
an uncontrolled environment.

But the research works who opposed with using uncontrolled environment has raised the fact
that there is a risk in using uncontrolled experimental settings. Since it may lead to getting
tampered or changed data which affect the quality of the experiment. Because main reason for
conduct experiment under controlled setting is to reduce the effect of external factors such as
distractions, sickness, cognitive load, etc. to acquired data. Thus the majority of research works
have used controlled and supervised environments.

2.4 Data Pre-Processing and Feature Extraction

The data preprocessing will be done to remove outliers in the raw data. In the research
done by Zheng et. al. (2014), They have employed an outlier removal process to improve
the accuracy and the performance since they found that occasionally some participants fail to
perform smooth tapping intentionally or unintentionally [45].

Feature extraction is the main task of behavior modeling component. The goal of feature
extraction process is to come up with a specific representation of the data that can highlight
relevant information. This process is carried out in both user registration and user authentication
to identify and extract distinctive features which are common to a user by using acquired raw
data. Then these features are used for template generation.
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2.4.1 Touch Dynamic Feature Extraction

In touch dynamic feature extraction process, extracted features are mainly belonging to three
high-level categories such as spatial, motion and timing features. Research use a different num-
ber of features which goes under those categories to generate the user authentication template.
For example, the research done by Yuxin Meng et. al.(2013) have extracted 21 different features
to construct the authentication signature. It includes average touch movement speed per direc-
tion (8), a fraction of touch movements per direction (8), average single-touch time, average
multitouch time,the number of touch movements per session, the number of single-touch events
per session, and the number of multitouch events per session [42]. This feature extraction is
different for each research. Zheng et. al. (2014) has collected feature data of timestamps, accel-
eration, angular acceleration, touched-size and pressure [25]. In the research done by Wajeeh
et. al. (2015) have used only three features to distinguish user’s behavior representation. Those
are finger pressure, the area of finger pressure and timing [46]. Here the time at each node on
the pattern has been taken as the sequence of time information.

There was some other research work could be found in the area that used gravitational infor-
mation and velocity in addition to pressure, time and touch area. Research done by Antal et.
al. (2016) could be considered as an example. In their research work, they have extracted 11
features to generate the template. It includes duration, the length of the segment defined by the
two endpoints, average velocity acceleration at the start, mid stroke pressure, mid stroke finger
area, mean pressure, mean finger area, mean gravity x, mean gravity y and mean gravity z.

2.4.2 Facial Feature Extraction

In face recognition, face image representation is categorized into three main categories. First
is appearance based (holistic) where the face is represented by a high dimensional vector con-
taining pixel values. Second is feature-based where each vector summarizes the underlying
content. And third is the hybrid approach [48].

Holistic or appearance based approach is considered to be the most typical to be used in
face recognition. As it is using lexicographic ordering of pixel values to produce one vector
per image, image is represented as point in a high-dimensional vector space. Therefore this
dimensionality is equal to the size of the image in terms of pixels which is a large value. This
is considered as the major drawback of this approach [40]. Also in literature some research
worksshown that some of local facial features did not vary according to the user pose, lighting,
and facial expressions and they suggest have suggest to break image into smaller sub-images to
do feature extraction more comprehensive and effective way. Gabor wavelet is one of the most
commonly used local feature extraction techniques [48] [40].
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2.5 Data Classification and Decision Making

Data classification is one of the major processes in most of the biometric-based user authen-
tication methods. In this process extracted feature data will be analysed and categorised into
classes and compared them against reference templates. Here scoring value will be used and
decision making is done based on that score value [26]. Different types of machine learning
techniques have been used in literature for data classification and decision making, namely (i)
Cluster Analysis , (ii) Decision Tree, (iii) Neural Networks, (iv) Support Vector Machine, (v)
Statistical , (vi) Distance Measure and (vii) Probabilistic Modelling.

2.5.1 Cluster Analysis

The goal of cluster analysis classification technique is to group sample with similar properties
to homogeneous cluster. Here it is assume that samples belonging to same subject have similar
properties [47]. There are variant techniques can be found in the area of cluster analysis. K-
mean and K-Nearest Neighbour algorithms are polar among them [26] [34] [37] [44].

2.5.2 Decision Tree

The decision tree technique is known for its low computational complexity [47]. Thus this
technique has grab the attention of many research works. The J48 and the Random Forest (RF)
can be identified as the most widely used decision tree techniques in touch dynamic based user
authentication research domain [42] [26]. The main objective of decision tree technique is to
create a tree-like model which used to predict the class of given test sample. Therefore this
technique is particularly suitable for classification problems that has small number of output
labels [26].

2.5.3 Support Vector Machine

The support vector machine technique is other machine learning technique commonly used
for biometric-based research works. In support vector machine technique, first it determines
how two classes of features differ from each other and then it will define a boundary to separate
them. Then subsequent test samples are classified according to the boundary [47]. However
it is not practical to divide extracted user touch features into two classes by using a linear
boundary. Therefore more complex boundaries should be created to map feature data onto a
higher dimensional feature space [47] [26].

2.5.4 Neural Network

Artificial Neural network technique is used to simulate the information processing structure
of biological neurons [49]. The neural network architecture is consists of three layers namely
input layer, hidden layer and output layer. User extracted feature data are fed into input layer.



20

This layer will assign weights to each neurons and passed within the hidden layer until output
is produced. Then learning process will be executed to update weights of each neuron in the
hidden layer to improve performance [49] [26]. This technique is considered to be the technique
that produce output with more accuracy. But in terms of computational power it is expensive
than other techniques [42] [47] also according to the survey done by Shen T eh. et. al. it is
impractical to use in mobile devices with a memory less than 512MB [26].

2.5.5 Distance Measure

This is a scoring technique. It calculates the dissimilarity or similarity score between test
sample and the training sample for a given subject. Then decision will be made based on
the threshold value whether test sample is belong to the target subject. Most frequently used
distance measure techniques are Euclidean and Manhattan distance [37] [26].

2.5.6 Statistical Techniques

Using statistical techniques like mean, standard deviation and deviation tolerance to identify
legitimate users is one other popular method in the biometric-based user authentication domain
[45][26]. Comparatively this method is considered to be a very important method for resource
limited mobile devices because it is less complex and easier to implement than other methods.

2.6 Evaluation

This section provides an overview of the evaluation criteria/performance metric of biometric-
based user authentication related research works. According to the literature, there is no widely
accepted method for reporting the results [37]. Most of the study reports are consists of array of
error rates and performance curves which make it hard to compare performance and eventually
leads for drawing incorrect conclusions.

Moreover, the output of the pattern classifier may vary due to many factors such as chosen
algorithm, training data set, chosen feature set and within-participant variations [37]. Thus the
performance metrics calculated for different classifiers may affect. Next subsection will discuss
the some widely used performance metrics that can be found in current literature.

2.6.1 Evaluation Criteria

Behavioral biometric-based authentication systems used two authentication methods such as
verification and identification. The verification method is used to verify the claimed identity
while identification method is used to classify and identify unknown identity. When assessing
biometric-based authentication methods, three major criteria are used to evaluate the system.
• Accuracy
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Predicted Class

Actual Class
Positive Negative

Positive True Accept False Reject
Negative False Accept True Reject

Table 2.3: Confusion metrics for two class decision problem [37]

• Efficiency

• Usability

Accuracy

Based on the literature and the survey done by S. Teh et. al. (2016); Table 2.3 shows the
different types of metrics that are commonly used for any classifier to evaluate the accuracy.

There are a different type of error rates are reported in the biometric-based user authentication
research domain. Many studies report both false acceptance and rejection rates but do not
consider much about true acceptance rate and true rejection rate. Thus there is some confusion
can be seen in the literature. But following could be considered as the generally accepted
metrics.

False Rejection Rate (FRR) The percentage ratio of the number of legitimate users who are
falsely rejected over the total number of legitimate user tries are considered as the False
Rejection Rate (FRR).

FRR =
(

FalselyRe jectedLegitimateUsers
TotalLegitimateUserTries

)
100%

False Acceptance Rate (FAR) The percentage ratio of the number of falsely accepted illegit-
imate users over the total number of illegitimate user tries are considered as the False
Acceptance Rate (FAR).

FAR =
(

FalselyAcceptedIllegitimateUsers
TotalIllegitimateUserTries

)
100%

Equal Error Rate (EER) This Equal Error Rate (ERR) value is obtained by finding the in-
terception point of the FRR and FAR graphs as illustrate in Figure 2.5 [26]. Basically,
ERR is considered as the single number performance metric used to measure and compare
the accuracy level of different authentication methods. The accuracy is inversely propor-
tional to the ERR which means when lower the ERR, accuracy will be higher. In order
to obtain lower ERR value, both FRR and FAR values should have lower values. But as
FRR and FAR are negatively correlated values, practically it is not possible to lower both
FAR and FRR. Instead FAR and FRR can be adjusted based on the usability and security
requirements as it meets lower ERR value.
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Figure 2.5: Equal Error Rate [26]

Above are the most commonly used metrics, but there are few other accepted metrics avail-
able in the literature.

Receiver Operating Characteristics (ROC) The ROC Curve is used to see the relationship
between False Acceptance Rate (FAR) and Genuine Acceptance Rate (GAR) which is
also known as True Acceptance Rate (TAR). The Genuine Acceptance Rate is the inverse
of FRR and calculated by taking the percentage ratio of the correctly accepted legitimate
users against the total number of legitimate user tries. Then accuracy is measured by using
the graph that plot GAR against FAR for different matching threshold values (Figure 2.6)
[26].

GAR =
(

CorrectlyAcceptedLegitimateUsers
TotalLegitimateUserTries

)
100%

The ROC curve is used to measure the overall usefulness of the results of the pattern
classification. When the line comes closer t the upper right corner of the graph, the
accuracy of identifying or verifying users getting higher. Moreover, as this curve is based
on a threshold, it is useful for selecting a viable threshold to get more accurate results.

Area Under Curve (AUC) This measures the area under the ROC curve for given authentica-
tion system and a given user [37]. This value represents the probability of a true response
either positive or negative. According to the current literature, the random classifier will
have AUC value around 0.5 while AUC value for the ideal classifier is 1.0 (100%). This
AUC value calculation is known to be not accurate 100% because it looses some of the
information due to it lose the trade-off values that make up the curve.

Crude Accuracy (CA) Crude Accuracy is also known as the misclassification error. It is cal-
culated based on the number of incorrect classifications made when comparing to the
classification output where the actual class is a known fact.
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Figure 2.6: Equal Error Rate [26]

2.6.2 Behavioral Biometric Based System Evaluation

According to the standard published by the European Standard for Access Control Systems
(EN 50133-1) for biometric-based user authentication systems, FAR must be less than 0.001%
and FAR must be less than 1% in order to be used in production systems [37]. However,
these specifications are more into physical biometric-based authentication systems and it is
considered as not much suitable as a benchmark for behavioral biometrics because behavioral
biometrics are known to be less distinctive than physical biometrics. Thus the error rates of
related work in the particular field is used as a benchmark.

Here, the focus is on the research works that have used static mode for user authentication
where the user is authenticated at the beginning of the login session or at some predefined
intervals during the session. This is the most commonly used user authentication mode in
mobile devices. According to the survey done by S. Teh et. al (2016), character-based and
digit-based passcodes have been identified as the most used input types in static authentication
mode. Table 2.4 shows the summary of their study on performance results of related research
works.

According to the above table, S. Teh et al. (2016) have only considered about research works
which have used either character input string, digits or symbols. But there are few other research
works could be found in this are that used a password pattern as the input type. Angulo et al.
(2012) have done a research based on two-factor authentication to enhance the smart device’s
security by adding biometric information to lock pattern. They were able to achieve 10.39%
ERR by using Random Forest Classifier (RFC)[51][46]. The sample size they have used in
their analysis is 32.

The research published by Luca et al (2012) is another example for using touch dynamic
biometrics for improving security of password pattern. The Dynamic Time Warping (DTW)
Technique has been used to analyze user input and they were able to achieve 77% accuracy
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Study Subject
Size

Passcode
Type

Input
Length Features Method EER FRR FAR Accuracy

Dhage et. al (2015) 15 Character 10 Time Statistical Techniques (ST) 0.806
Trojahn et al (2013) 16 Character 11 Time,Spacial Decision Tree (DT) 2.67 2.03
Kambourakis et all. (2014) 20 Character 10 Time,Spacial DT 26
Giuffrida et al. (2014) 20 Character 8-9 Time,Motion Distance Measure (DM) 0.08
Bond and Ahmed Awad (2015) 25 Character 34 Time Neural Network (NN) 9.3
Buschek et al. (2015) 28 Character 68 Time,Spacial Probabilistic Modelling (PM) 21.02
Huang et al.(2015) 40 Character 11 Time ST 7.5
Antal and Szabo (2014) 42 Character 10 Time,Spacial DM 12.9
Sen and Muralidharan (2014) 10 Digit 4 Time,Spacial NN 15.2
Jain et al. (2014) 30 Digit 10 Time,Spacial Support Vector Machine (SVM) 2.8

Ho (2013) 55 Digit 4
Time,Spacial,
Motion SVM 5.3 4.4

De Mendizabal-Vazquez et al(2014) 80 Digit 4
Time,Spacial,
Motion DM 20

Zheng et al. (2014) 80 Digit 4
Time,Spacial,
Motion ST 3.65

Tasia et al. (2014) 100 Digit 4-10 Time, Spacial ST 8.4

Wu and Chen (2015) 100 Digit 8
Time,Spacial,
Motion SVM 0.556

Trojahn et al. (2013) 152 Digit 17 Time, Spacial Cluster Analysis (CA) 4.59 4.19
Jeanjaitrong and Bhattarakosol (2013) 10 Symbolic 4 Time, Spacial NN 82.18

Table 2.4: Performance Result Summary

Pattern FAR FRR Accuracy%
1 0.18 0.135 85.5
2 0.18 0.08 90.9
3 0.136 0.07 92.3

Table 2.5: Measurements of UA-UPTD Performance [46]

rate with 19% FRR and FAR. Waheeh et al.(2015) also attempted to enhance the security of
user password pattern by using Singular Value Decomposition (SVD) algorithm to reveal basis
vector for authorized users. Analysis has been done using three different patterns with different
lengths and shapes. Table 2.5 shows the performance measurements of their approach (User
Authentication based on Unlock Pattern Touch Dynamics UA-UPTD).

Efficiency

Efficiency is one of the three criteria to evaluate authentication systems in early research
works. The efficiency refers to resource utilization and the performance of the system. This is
very important for the context of resource-limited mobile devices. Because if the authentication
process imposes a higher level of computational overhead or having considerable authentication
delay then it affects the user acceptance.

Usability

The last criteria to evaluate authentication system is the usability. Users are reluctant to use
any system that is slow or disrupt their normal activities even if it provides a higher level of
security. Therefore the user acceptance or usability is a very important factor. So if the system
has a low user intervention and has no authentication delay, then it can be considered as an
acceptable authentication mechanism.
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2.7 Summary

This literature survey is done for user authentication on mobile devices. Pattern password and
face unlock are main authentication methods introduced for smartphones recently. However,
there are only a few research works on this area. This research focuses on introduce multi-
factor authentication mechanism to offer added layer of security. Based on the literature survey,
summary of advantages and disadvantages of existing techniques are listed in Table 2.6.

Advantages Disadvantages

Password Pattern Easy to memorize

Vulnerable to various types of security
threats or attacks, such as brute force attacks,
shoulder surfing, and
smudge attacks

Physical Biometrics

Based on unique and immutable user
characteristics, cannot social engineered or
shared

Risk in fail sometimes for some people,
Facial changes with age,
Medical conditions,
Injuries,
Environment and user condition,
Must be able to accommodate changes over time

No need to remember the password.
Always available to the individual,

If biometric information is compromised,
it is not feasible to undo or revert back.

High degree of confidence in user identity Depends on the collected sample.

Behavioral Biometrics
No additional cost on hardware devices
& relatively inexpensive to implement. High non-matching rating

High degree of social and legal acceptability Vulnerable to mocking

Table 2.6: Pros and Cons of Existing Authentication Methods

Next chapter will discuss the methodology which includes data collection processing and
analysis.
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Chapter 3

Design

3.1 Overview

This project proposes a multi-factor authentication scheme based on password pattern and
behavioral and facial biometrics. Since this is designed for mobile devices, resource utilization
and perform authentication without utilizing additional hardware are highly considered here.

The design of authentication system is to accept four main input types for user authentication,
namely

1. Username

2. Password pattern

3. Touch Dynamics

4. Features in user’s face

The operation of the authentication system can be captured mainly in three major phases.

1. User registration, where sample user data acquired, pre-processed and stored.

2. User authentication, where acquired legitimate user data compare against sample data
stored into files to determine the similarity or dissimilarity.

3. Data retraining, where stored data is updated to reflect any changes in the latest user data.

These three phases are accomplished by three main modules. Their functionality is described
below.
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Figure 3.1: Architecture of proposed authentication system

3.2 Design

As described in previous sections this is an approach to introduce multi-factor authentication
service for Android mobile applications. The main goal of this project is to authenticate a user
based on face biometrics and user touch behavior on a mobile device.

Here the new approach is designed with three main components to collect information, clas-
sify information and finally validate and identify the legitimate user. So in order to identify le-
gitimate users, the application should have prior knowledge about identifying legitimate users.
Therefore, both training and recognizing phases are performed on the device. The main com-
ponents of the system are illustrated in Figure 3.1

This methodology uses both facial biometrics and behavioral biometrics to distinguish users.
So the Data Collector/Input Reader module will handle collecting user face features as well
as user touch dynamics. This data collection is performed in two different stages. In the first
stage, it will collect use face features while user entering his/her username. This data collection
process is run as a background process which doesn’t give any additional burden to the user.
More importantly as mentioned earlier user face feature collection is done during the time user
enter their username. The main reason for this is that user will focus on the phone screen while
typing something on the screen.

The next stage is to capture user touch dynamics. This information is captured during user
entering his/her unlock pattern. The way use holding the smartphone and how they touch the
screen will be extracted using built-in sensors.



28

As illustrate in Figure 3.1, Data Collection module is a part of both user registration and user
authentication scenarios. Activity diagram in Figure 3.2 brief the activity flow of the system.
In user registration, data collection is a repetitive process where user face and touch data are
collected multiple times. This will be done to increase the accuracy level and it is the normal
behavior of any biometric based system. After collecting user biometric information, that in-
formation will be stored into files to be processed by data pre-processing unit including feature
extractor.

The data pre-processing unit is a part of the Data Collector module.The purpose of this unit
is to extract important features from collected raw data. This unit will be discussed in details in
section 3.3.2.

The classifier is one other main module in this system which will do user classification based
on extracted features and generate user signatures to be used by the validator later. Next module
is the validator. Even though classifier and validator are considered as two different modules,
these two modules work together to identify legitimate users by using their signatures.

3.3 Data Collector

The Data Collector module can be considered as the input reader of the system. This module
is responsible for collecting raw data from the touch screen, front camera and some other built-
in sensors like accelerometer and extract important features from raw data which are useful for
user classification.

This module comprises of two processing units which are run in two stages. The first stage in
data collector module is data acquisition. Within data acquisition stage, four types of data will
be acquired. Those are;

1. Username

2. Face biometrics

3. Touch pattern

4. Touch behavior biometrics

Figure 3.3 illustrates the data flow within the data acquisition unit. The second stage is data
pre-processing. The data pre-processing unit contains feature extractor to extract meaningful
and important features from collected raw data. These extracted features are stored in an SQLite
DB.
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Figure 3.2: Activity flow
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Figure 3.3: Data Acquisition Process

3.3.1 Data Acquisition

This is usually carried out as the first step in both user registration and user authentication
phases. As mentioned earlier, four types of information will be collected as username, pass-
word pattern, face biometrics and touch behavior biometrics. Thus in the first stage, users are
provided with a screen which contains text box to insert username and camera view to capture
user’s facial features. These facial biometric will be collected during the time user enter their
username. The maximum number of frames (new faces or face updates) captured during this
period is limited to 5 and finally, average values are taken.

This username and facial biometrics are stored into a cache before moving into next touch
data acquisition stage. In order to collect touch data, users are provided with a screen contain
pattern unlock screen to draw their preferred password pattern. Then entered password pattern
will be encrypted and stored into different files in internal storage together with users touch
behaviors and cached facial biometrics.

If this data collection process is a part of user registration, data collection is done as a repet-
itive process where one session contains 5 rounds. After each session data pre-processing unit
will be invoked to extract features from these raw data. Face data acquisition and touch data
acquisition will be discussed in detail in next subsections.

Face Data Acquisition

Possible facial features extracted from the human face can be categorized into three broad
categories such as position, orientation, and activities. In facial feature extraction process, the
face should be detected accurately as the first step (Figure 3.4). Therefore to handle the face
detection of the video stream, Google Play Service Face Detection API will be used. This API
simply detects areas in the image or a video that are human faces and it provides methods to
read face position, orientation and activities as described below.

Position Face position detail includes width, the height of the area where a face was detected
and other landmarks of the face such as left eye, right eye, left ear, right ear, nose base, bottom
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Figure 3.4: Facial Data Acquisition

mouth, left mouth and right mouth.

Orientation Describes the face posing angle with respect to X, Y and Z axis. As shown in
Figure 3.5, the X, Y, Z coordinates are defined as the image is coordinated in XY plane and the
Z axis as perpendicular to the XY and coming out of the frame. Rotation

Figure 3.5: Possible Face Orientations [29]

Not only the face orientation, acceleration details of the device also collected (r).

Activity One of the other features provided by the Google Play Services API. Here it cer-
tain facial characteristics is taken into account generate advanced details like whether eyes are
opened or not in the detected face and whether a face is smiling or not.

Touch Gesture Acquisition

In touch gesture acquisition process; spatial, timing and motion information of the user touch
pattern will be taken. Here, touch gesture information is captured for each point of the pattern.

Spatial These features are associated with the physical interaction characteristics in between
the user and the mobile device touch screen. Touch pressure, touch size, and touch position are
the most common spatial features that can be seen in many research works [26]. Here touch
pressure is obtained from MotionEvent.getPressure() API call and it returns the approximated
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force asserted upon each touch event. This value will be taken a value in the range 0 (soft touch)
or 1 (hard touch). But this can be changed based on the device. Some devices return only either
0 or 1.

The touch size is another feature that often used with the touch pressure. This value rep-
resents the screen area being touched and each touch event is associated with a touch size.
MotionEvent.getSize() android function is used to retrieve the touch size of each touch event.

Another important touch feature is the position. This feature is two-dimensional metric fea-
ture. This feature is associated with XY plane and X and Y coordinates are calculated for each
touch event. This feature is considered to be important because these X and Y coordinates can
be varied with user’s fingertip size and the cognitive presence.

Timing This feature can be identified as a common feature in many touch dynamic biometric
related research works. Once the user’s finger reached the edge of any touch point, that point
is triggered and thus that time will be read as the entry time. And when user’s finger leave the
edge of touch point that time is considered as the leave time. Likewise, the elapsed time from
starting point to end point will be extracted by using Android OS API function calls as shown
in Figure 3.6.

Figure 3.6: Timing

Motion Next is the Motion feature. Most of the mobile devices in the market are equipped
with motion sensors, accelerometer, and the gyroscope. As mentioned in the literature, touch
events usually make a small amount of movements and rotation to the device. Therefore these
motion data also can be used to distinguish the subject. But as one touch event may cause multi-
ple movements of the device, it is not possible to directly use this information as a touch feature.
Instead some pre-processing such as applying statistical computations to generate meaningful
value should be done and this value can be used in the data classification process.

So accelerometer sensor reading will be done while user entering the touch pattern to get
information about user’s device holding pose.
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Device Selection

The device selection for data acquisition also an important factor because of different devices
equipped with different sensors and features. In literature, majority of research works have used
smartphones while only a few researchers have used tablets in their research works [26]. As the
hypothesis of this project is to use facial features and touch dynamics as the third factor for user
authentication, following factors were considered when selecting the device.

• Have android development platform.

• Good front camera to collect facial features.

• Multiple powerful built-in sensors to collect features like pressure, movements, and ori-
entation.

Thus Samsung S3 mini model GT-18190N device with android version 4.1.2 and VGA front
camera will be used for data acquisition because of it contains required sensors to collect touch
pressure and touch area. Also Xiomi NOTE 1LTE, model HM NOTE 1LTE with android ver-
sion 4.4.4 and 5MP front camera will be used for testing.

Training Data Set Acquisition

The availability of a public dataset in this research area would have been more useful to save
time on data acquisition and also to focus on more challenging research issues and compare the
performance of various algorithms by applying them on the same dataset. But the availability
of public dataset in touch dynamic research domain is very limited and also those are related to
string inputs. Therefore, the own dataset will be used for this project. The data acquisition flow
is illustrated in 4.3 and each participant will have to repeat this process for 20 times as three
sessions of 10 iterations in each.

Figure 3.7: Data Acquisition Flow

This data acquisition process can be a single session or can be divided into multiple sessions.
According to literature, in the majority of research works data have been acquired in a single
session [26]. This can affect the accuracy of the system because behavioral biometrics tends
to change over the time even for same user [34]. Therefore using a single session may cause
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Figure 3.8: Password Pattern Interface

to miss inter-session variations of the user inputs.Ideally, the recommendation is to divide data
acquisition operation into multiple sessions separated by some intervals and this approach has
been adopted in many researches. Hence, data acquisition will be done in two sessions per
each participant. Each session consists of 10 iterations. Thus a total number of iterations per
participant will be 20.

The data set will be prepared by collecting data from 10 users. This process mainly consists
of two phases.In the first phase, users are asked to enter their username. While the user is
entering his/her username facial features are extracted during that period. A maximum number
of frames captured here are limited to 5 frames per each session. Then average values will be
taken.

In the second phase, users are requested to enter their password pattern. According to the
literature in touch dynamic domain, the majority of experiments have used identical input string
for all the subjects. It is around 72% [26]. The advantage of using an identical pattern for all
subject helps to collect touch dynamic information independent from the touch pattern. Thus
in this project participants will be provided with a touch pattern which is shown in Figure 3.8
in the training session. The Sequence of points is 2,1,4,7,5,3,6,9,8. Touch dynamics for each 9
point will be recorded.

So finally planning to collect up to 200 (20*10 records) pieces of touch gesture data and 200
pieces of facial features. These data will be stored in separate files.

3.3.2 Data Pre-processing

The purpose if having a pre-processing process is to improve computational efficiency as
this authentication method will be used in mobile application authentication. It process, raw
data to extract features and remove outliers in the raw data set to improve data quality and
accuracy. Here outlier detection technique and dimension reduction technique will be used to
get a representable data set out of all the raw data set.

In machine learning and pattern recognition domains, feature extraction is one of the main
data pre-processing operations carried out to reduce a amount of resources required to perform
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data analysis on a large set of complex data. The feature extraction is mandatory to be carried
out in both user registration and user authentication phase.

The feature extraction process starts from an initial set of raw data and constructs combina-
tion of variables to obtain unique set characteristics (features) which describe the data set with
sufficient accuracy that could be used for subsequent learning and generalization steps. More-
over, it provides the benefits of dimensionality reduction. Because the analysis of large data
set with a large number of variables requires more memory and computational power and also
eventually it causing for over-fitting issues where classification algorithm over-fit to training
sample but generalize poorly for new samples.

Here feature extraction will be used to extract unique characteristics (features) common to a
user by processing the acquired raw data. This features could be used to distinguish one user
from another. Thus these features will be used to train the authentication system.

The feature extraction process consists of two categories. One is Facial Feature Extraction
and other is Touch Gesture Extraction. More information about feature extraction in each
category will describe in following subsections.

Facial Feature Extraction

Feature extraction from collected raw face data is an important part of this approach. Here
facial features are extracted using the size and relative position of important landmarks of the
face, face activities and acceleration and rotational force along X, Y and Z axis.

As illustrate in Figure 3.9, eight distance matrices are calculated. those are;

• The distance between the left eye and right eye.

• The distance between the left cheek and right cheek.

• The distance between left mouth to right mouth.

• The distance between bottom mouth to nose.

• The distance between the right eye to nose.

• The distance between the left eye to nose.

• The distance between right cheek to nose.

• The distance between left cheek to nose.
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Figure 3.9: Face Feature Extraction

Figure 3.10: Landmark Distance Calculation

While face data collection, face size may vary based on the distance between the device and
the user’s face. So all these distances are calculated with relative to the size of the face as
illustrate in Figure 3.10.

Here we made two assumptions.

• The distance between two landmarks along the X axis is proportional to the width of the
face.

• The distance between two landmarks along the Y axis is proportional to the height of the
face.
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In addition to above-mentioned distance matrices; face activities, face orientation with re-
spect to the X, Y and Z axis and acceleration and rotational forces along X, Y and Z axis also
take place in the feature vector. Smiling probability, left eye open probability and right eye
open probability are the vectors taken as face activities and EulerY (rotation around Y axis) and
EulerZ ( rotation around Z axis) are taken as face orientation features. So finally face feature
vector is comprised of sixteen (16) features. This is the expected output from face feature ex-
tractor and the number of features uses for signature generation is determined after reducing
features by applying some feature selection techniques like Information Gain Ratio and Gain
Ratio.

Touch Feature Extraction

User touch dynamic pattern is consist of a set of unique features that can be useful in distin-
guishing users from one another. This touch feature extraction process is to extract these unique
touch dynamic features by processing the raw touch data.

According to the literature, touch feature extraction can be done by using two different meth-
ods. Individual point (key) based feature extraction and overall key based extraction. In the first
method, feature values of each individual touch point (key) is derived and feed into classifier
for analysis. With the second method, it will derive average feature value of all the touch points
before feeding into the classifier. Experimental results have shown that the point based fea-
ture extraction method perform better than the second methods regardless of the classification
method used [26]. Ability to capture more fine-grained information from point based methods
is identified as the reason for the outperformance.

The method using this approach can be identified as a combination of those two methods
which are individual touch point based feature extraction and overall key based feature extrac-
tion. Because here we extract point based position information while calculating average values
for other features like pressure, area based on the session. So touch feature vector will con-
sist of twenty-five features. Those are Point1X, Point1Y, Point2X, Point2Y, Point3X, Point3Y,
Point4X, Point4Y, Point5X, Point5Y, Point6X, Point6Y, Point7X, Point7Y, Point8X, Point8Y,
Point9X, Point9Y, Average Touch Area Per Session, Average pressure per session, Total elapsed
time, Average finger moving speed, Average acceleration along the X axis, Average acceleration
along the Y axis, Average acceleration along the Z axis.

3.4 Data Classifier

Data classification is the most important operation in biometric basic authentication meth-
ods. The purpose of the classifier is to categorize (classify) collected data and extract features
to generate authentication signature (template) and compare user feature data against the gen-
erated template (reference template). The outcome of this module is a matching score which is
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Figure 3.11: Data Classification

Figure 3.12: Test Classifier

used in decision making. Figure 3.11, Figure 3.12 and 3.13 respectively illustrate the abstract
operational model of the data classifier.

The selected classification method is applied to both touch dynamic features and facial fea-
tures to distinguish different users. Here prior evaluation of algorithms with extracted data will
be performed using WEKA tool. WEKA is an open source software provided with a collection
of machine learning algorithms. If the accuracy level of the classifier is acceptable it will be
used to classify the new user behaviors in the future.

Data classification is usually done by using various machine learning algorithms (techniques)
such as;

• Cluster Analysis Techniques.

• Statistical Techniques.

Figure 3.13: Validation
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• Neural Networks.

• Support Vector Machine.

• Decision Tree.

• Probabilistic Modelling Techniques.

• Distance Measurement Techniques.

Among above techniques, cluster analysis technique and statistical technique is selected to
be explored in this project. Here resource limitations and complexity factors were taken into
consideration.

3.4.1 Cluster analysis

The Cluster analysis technique is using by assuming that samples of same subject exhibit similar
behavior. Which mean it assumes that samples in same class should have similar properties.
Thus the goal of using this technique is to group sample with similar properties to form a
homogeneous cluster. According to literature, various types of cluster analysis techniques have
been used throughout past years within this domain. k-means, k-star and k-Nearest Neighbour
(KNN) [31] algorithms are popular among them. Hence KNN classification method will be
explored in this approach.

KNN Classification Method The Nearest Neighbor classification method is a simple classi-
fication method. This method uses the distance measurement as the underline technique where
it applies distance measurement between data and neighbors to calculate the distance value.
According to this value, nearest is determined based on the K. There is no general optimum
value for K and its value is usually obtained through trial and error approach.

The KNN classification method is considered as a simple classifier that can easily apply
any distance measurement into the classification mechanism. The main benefit of using cluster
analysis is that it can significantly increase the accuracy rate through increasing the matching
efficiency.

Using KNN Classification Method In order to use KNN classification method, several
training samples should be collected from each legitimate users. These each sample is consid-
ered as an n-feature vector. Then following steps are followed to perform user authentication
based on KNN.

• Generating User Signature (Profile): Here user’s average feature vector is considered
as the user profile. Therefore average n-feature vector is calculated for each user by using
their sample matrices.
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• Clustering: After generating user profiles, KNN classification method is applied to clus-
ter profiles based on the distance measure.

• Verification: For new samples, KNN will be applied again to identify the cluster. Then
check the cluster whether the user that sample is claimed to be is contained in the cluster.
If the first condition is satisfied then the sample will be checked against that claiming user
profile to determine whether the new sample is closer to claiming user profile.

3.4.2 Statistical Technique

Among different types of classification techniques used for user behavior classification, statis-
tical techniques also have taken significant attention. Literature shows that there are several
types of statistical techniques have been used in biometric research works [27] such as mean
and standard deviation based techniques and deviation tolerance. Especially these techniques
considered as more suitable for resource-constrained devices like mobile devices. In the survey
done by Shen Teh et al [27], they have identified a number of advantages of using statisti-
cal technique over other machine learning techniques like Cluster Analysis, Distance Metrics,
SVM, Neural Networks, etc.

• Less complex and easy to implement.

• Cost less computational time.

• Less resource consumption (battery power).

Therefore using a statistical technique to perform user authentication is considered here. Thus
confidence interval is the selected method that will use in this project for model validation.
Conceptually, a confidence interval is defined as an interval or range of values which is expected
to contain an unknown population parameter with respect to some degree of confidence. This
range is statistically derived from a sample drawn from the population.

The confidence interval statistical method is an interesting topic in the area of modeling and
simulation because confidence intervals are commonly used in model validation. Typically a
sample with all possible executions of the model is taken to calculate confidence intervals as
an estimate of the population parameter (eg. mean) which would be the result of all possible
execution of the model.

Using Confidence Interval Here the basic steps for calculating a confidence interval for a
population mean. If the population is X and the sample is x1, x2, x3, ..., xn, following are the
steps to calculate mean, standard deviation, confidence interval and finally generate the user
signature.
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• Calculate Mean: The first step is to calculate the sample mean x which can be easily
calculated by using following equation 3.1.

x =
∑

N
i=1 xi

n
(3.1)

• Calculate Sample Standard Deviation: Then calculate the sample standard deviation s

by using equation 3.2,

s =

√
∑

N
i=1(xi− x)2

n−1
(3.2)

• Calculate Confidence Interval: Finally, confidence interval is calculated using the sam-
ple mean and the standard deviation. The confidence interval is a range of value and this
range is denoted by [L, U]. Here L is the lower bound of the range and U is the upper
bound of the range. Theoretically, this range is defined as,

[L,U ] = [pointestimate−margineerror, pointestimate+margineerror]

When calculating the confidence interval for the population mean µ , sample mean x is
taken as the point estimate. The calculation of margin error depends on the characteristics
of the population where the sample is drawn from. If assume that the sample is drawn
from a population is known to be normally distributed and the standard deviation σ of the
population is known, the confidence interval is calculated by following formula.

[L,U ] = [x− zc
σ√

n
,x+ zc

σ√
n
] (3.3)

here zc is identified as the critical value for the normal distribution. c is the confidence
level of the distribution and it is defined as c= (1−α) where α is the level of significance
which denotes the area under the distribution’s probability density curve.

For an example, 95% confidence interval is calculated as,

Pr(−z≤ Z ≤+z) = 1−α = 0.95

Pr(Z ≤+z) = 1− α

2
= 0.975

z = 1.96

This z value can be found in Z-Score/ Z Transformation table as illustrate in Figure 3.14
and 3.15 [52].

Table 3.1 show some common critical values.
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Figure 3.14: Standard Normal Probabilities for Positive Z-Score

Figure 3.15: Standard Normal Probabilities for Negative Z-Score
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Confidence level c Normal z
0.80 1.282
0.90 1.645
0.95 1.960
0.99 2.576

Table 3.1: Critical Values for Confidence Intervals

Figure 3.16: t Distribution Table

But these calculations are based on the assumption that the standard deviation σ of the
population is known. So if assume that the standard deviation σ of the population is
not known, the σ value is estimated using the sample standard deviation s. Then the t-
distribution which is also known as Student t distribution is used instead of z distribution
to calculate the confidence interval.

Thus the confidence interval for the population mean µ when σ is not known is calculated
by equation 3.4.

[L,U ] = [x− tc
s√
n
,x+ tc

s√
n
] (3.4)

Here tc is the critical value of the t-distribution for c confidence level. This tc value for
different c values can be obtained from t-distribution table (Figure 3.16 [53].

As illustrate in Figure 3.16, for a given confidence level the critical value in t distribution
is may vary based on the degree of freedom which is denoted by d.f. The degree of
freedom is defined as the number of independent values on which the estimate is based.
This value is equal to the number of values minus the number of parameters estimated.
As population mean is not known here d.f value equals to the n−1 where n is the sample
size.
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Table 3.2 show some common critical values for different d.f values.

Confidence level c t Distribution
d.f. = 5 d.f. = 10 d.f. = 20 d.f. = 30

0.80 1.476 1.372 1.325 1.310
0.90 2.015 1.812 1.725 1.697
0.95 2.571 2.228 2.086 2.042
0.99 4.032 3.169 2.845 2.750

Table 3.2: t Distribution Critical Values for Confidence Intervals

However deciding the distribution whether z distribution or t distribution to be used for
confidence interval calculation is more complicated and it solely based on whether the
population standard deviation σ is known or not. Therefore when selecting the distribu-
tion, following factors should be considered.

1. Population Distribution: Whether the distribution of population is known or un-
known and if it is known whether it is a normal distribution or approximately normal
distribution which means that the distribution is reasonably symmetric and mound-
shape. This can be checked by plotting the histogram of the sample.

2. Population Standard Deviation: Whether the population standard deviation σ is
known or unknown.

3. Sample Size: Whether the sample size (n) is ≥ 30 or not.

Then the distribution should be determined according to the guidelines in the following
Table 3.3 [55] [56].

Option Population Standard Deviation σ Sample Size n Equation
1 Known ≥ 30 3.3
2 Known < 30 3.4
3 Unknown − 3.4

Table 3.3: Guidelines to Select the Equation for Confidence Interval Calculation [59]

• Generate User Signature: Then the final step is to generate user signature by concate-
nating the sample mean x, sample standard deviation s, and [L,U ] confidence intervals for
each feature. If there are m number of features, then;

Signature = ”x1,s1,L1,U1|x2,s2,L2,U2|x3,s3,L3,U3|.....|xm,sm,Lm,Um”

Here two signatures are generated per users one by using face features and other is from
touch features.

3.4.3 Improve Accuracy of the Classifier

Usually, sample data use for data classifications are either gathered by themselves or retrieve
from the database which is collected before by some domain expertise. Then features are ex-
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tracted from this sample dataset and classification model is generated based on features selected
from these extracted features/attributes. Therefore the selection of features/attributes is crit-
ically important in classification regardless of the way sample data set is collected. Using a
wrong set of features for modeling may mislead the outcome of the classifier and also it may
lead over-fitting issue.

Mislead Results The root cause for the misleading issue is having redundant features among
the selected feature vector. Having redundant features implies that one relevant feature gets
redundant due to there is another feature which is strongly correlated. Such feature redundancies
affect more on instance-based classifiers such as KNN. Because of the K-Nearest Neighbor
algorithm uses a small set of neighbors in feature space there is a high possibility of getting
affected by feature redundancy.

Over-fitting to Training Dataset If there are too many features then the model (hypothesis)
may fit the training data set very well but may fail to generalize to new samples. This is con-
sidered as the over-fitting issue. So having irrelevant features in feature vector is identified as
the main reason for over-fitting issue. Finally, the over-fitting of the training data can negatively
affect the predictive accuracy since the model is not generalized.

Hence it is important to remove redundant and irrelevant features from feature vector prior to
performing data classification. The removing redundant and irrelevant features is identified as
the feature selection.

Feature Selection

Feature selection technique is also known as the attribute selection and variable selection. This
technique is used in both machine learning and statistics domain to remove redundant and irrel-
evant features/attributes. The feature selection technique is a process to find the best subset of
features from the data set. This is totally different from the process of feature extraction whereas
feature extraction creates new features from existing features in the data set while feature se-
lection select subset of most important features from that extracted feature set. The notion of
”best” is typically meant the highest accuracy. But this may change according to the application
type.

Perform feature selection before classification provides a number of advantages.

• Generalization: Generalization is achieved by reducing overfitting by selecting most
relevant features. Formally this will reduce the variance.

• Improve Accuracy: Improve accuracy by reducing the misleading data.

• Less Training Time: Lesson data implicitly increase the training speed through reducing
the complexity of the model.
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There are three types of feature selection methods such as filter method, wrapper method and
embedded method [57].

Filter Method This method uses a statistical approach to rank features. First, it applies a
statistical measure to calculate a score for each feature. Then it will return feature rankings
which are ranked by the score. So this ranks can be used either to keep or remove low ranked
features from data set. The Chi-Squared test, Information Gain, Gain Ratio and Correlation
Coefficient are examples for filter methods. These methods are considered to be univariate and
feature independent [57].

Wrapper Method Wrapper method is relies on a heuristic search of the space of all possible
feature subsets. The most common approach is for heuristic search is hill climbing where keep
adding features one at a time until there is no further improvement. This is called ”forward
greedy wrapping”. One other alternative is ”Backward Greedy Wrapping” where it starts with
a full set of predictors and removing features one at a time until no further improvement can
be achieved. The third method is to interleave adding and removing phases either in forward
or backward. This method is called ”Forward-Backward Wrapping” [57][58]. These different
combinations of subsets are prepared, evaluated and compared to other combinations. A pre-
dictive model is used here to evaluate the combination and will assign a score based on the
accuracy.

Embedded Method This technique is used during the model creation. Here is will check
which features contributed more to give an accurate result. The generalization methods are
known as the most common type of embedded feature selection method. Algorithms such as
Elastic Net, Ridge Regression, and LASSO are examples for regularization algorithms. These
methods introduce additional constraints such as regression algorithm into the predictive algo-
rithm which make the model bias toward lower complexity [57].

According to the characteristic of this proposed approach ”Filter Method” will be used for
feature selection.

3.5 Validator

This is the module to make the decision based on the output of classifier and Figure 3.13 is
briefing the process. The validation module will perform a comparison between current user
signature against with the target user’s signature who’s that the current user is pretended to be.
The decision is made based on the dissimilarity score value generated my machine learning
technique with respect to a predefined threshold value. This threshold value is determined
through trial and error method.
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However, this project apply fusion approach where combine two matching scores from dif-
ferent feature sets such as touch dynamics and facial features to make the final decision. The
purpose of having the fusion approach is to increase the accuracy of the validator. There are two
different approaches are used in literature to validate users. One is user verification where verify
user against the claimed identity of the user. The second approach is user identification. In this
approach, user will be identified from the set of legitimate users. The user verification approach
which is shown in Figure 3.10 is considered to be the most suitable approach for authentication.

As mentioned before, two classification methods will be explored in this project one is a clus-
ter analysis based approach while other is the statistical approach. In cluster analysis approach,
decision-making process consists of both identification and verification approaches. Here iden-
tification is used by means of identifying the correct cluster to identify the cluster that claims
user belongs to and then verification is used to verify the user is the actual user that claimed to
be. In statistical model, only verification approach will be used to verify the user.

3.6 Summary

This chapter discussed in details about the methodology used in this project with including
all the descriptive information of the design and the activity flow of the project. The proposed
authentication system is consists of three main modules such as data collector, classifier and
validator and two operation modes. The two operation modes are User Registration and User
Authentication.

The first module of the system is data collector module which takes part of both operation
modes of the authentication system. The data collector module comprises of other two sub-
modules/units which are take care of data acquisition and data pre-processing. Data acquisition
unit is responsible for acquisition of raw data by using different inbuilt sensors like camera,
touch sensors, accelerometer etc. Then the pre-processor will process above raw data to extract
some meaningful features to use in later stages to distinguish users from each other.

The second module is the data classifier which can be considered as the heart of the authen-
tication system. By considering resource constraints of mobile devices, here two classification
methods will be explored. One is cluster analysis approach and other is a statistical approach.
In addition, feature selection techniques also used here to remove redundant and irrelevant fea-
tures from feature vector to improve the performance by reducing complexity and increasing
the accuracy of the system. This feature selection process will be done externally (manually) by
using WEKA tool, which is an open source tool consists of different types of machine learning
techniques. This is commonly used in the machine learning and statistical analysis domains.

The last component is the validator which is responsible for the final decision making. Here
it uses fusion approach which combines information from multiple sources to improve the ac-
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curacy of the authentication system. Here it uses a type of Score level fusion (SLF) approach
which is performed after the data classification operation. It combines two machine scores cal-
culated on two different feature data to make the decision. The decision is made based on a
predefined threshold value which is obtained through trial and error method.

Next chapter is allocated for the implementation of the proposed authentication methodol-
ogy. It will describe how different techniques described in this chapter are used practically and
challenges faced during the implementation.
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Chapter 4

Implementation

4.1 Overview

The previous chapter brief out design and methodology of the project. This chapter will
describe the process of the implementation. The implementation of this research will be done
by focusing the Android mobile applications. Based on a literature study [26], Android is
considered as the most popular development platform among mobile devices which is followed
by iOS and Windows respectively. More information about selecting Android OS have been
discussed in first two chapters.

Thus the first section of this chapter is allocated for the development environment preparation
which includes information about the IDEs and other tools like WEKA, Octave that utilized
during the implementation phase. Then next sections will focus on the implementation of the
design and activities of the proposed system. So the arrangement of next sections as follows.

The second section will include information about the implementation of the application.
Here it will describe the initial steps of the implementation with including a class diagram.
Then next subsequent sections are allocated for each module of the application.

The third section will include implementation detail of the data collector module which one
of the main three modules as described in the previous chapter. This section will describe data
acquisition process with including information about the Android API and available sensors,
data pre-processing process which includes feature extraction and how to build the two different
feature vectors for face biometrics and touch dynamics and finally the data storing mechanism
which can be used efficiently to share information among modules.

The fourth section of this chapter is allocated for the data classifier which is considered as the
heart of this application. Here it will discuss the implementation of two different approaches.
And also it will contain some other data analysis technique used to enhance the accuracy of the
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classifier. Feature selection technique can be identified as such technique that used within this
process.

Finally, the fifth section is to describe the implementation details of the validator. It will
consist of threshold value selection and other validation criteria.

The last section which is the sixth section will be the summary of this chapter which will
brief all the information discussed in this chapter.

4.2 Development Environment

During the implementation, selection of the development platform also very important.Here
Android platform was selected over iOS and Windows as the development platform. When
selecting the development platform customizability, flexibility, cost and market share was taken
into consideration. These are some common criteria that used in literature. More details about
the background of the development platform have been discussed under the chapter 2, the liter-
ature survey.

Especially the android application development can be done on any of the following operation
systems which are consists with other required tools like JDK5 or above and Android Studio or
Eclipse.

OS support for android development:

• Microsoft Windows XP or later version

• Mac OS X 10.5.8 or later version with Intel chip.

• Linux including GNU C Library 2.7 or later

As mentioned earlier, the cost is one of the factors that considered when selecting the devel-
opment platform. Hence Android is considered to be cost effective since all the required tools
to develop Android applications are freely available to download from the web.

Moreover, there are many sophisticated technologies available for android application devel-
opments. Even though it is optional to use them, they will helpful to reduce the programmer’s
effort on android application development. Android Studio and Eclipse can be identified as
the most popular and common IDEs that are used for android application developments. But
with the stabilization of Android Studio, Eclipse IDE considered being deprecated in the case
of android developments.
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In this project, android application development is done on Microsoft Windows 10 installed
with other required development tools like java JDK7 and Android Studio.

As this project mainly focuses on Android application development, next sub-sections are
organized as; the first subsection is allocated for the IDE used for the developments. The second
is about the resources available in android devices such as sensor and features. The last section
will be discussed about tools that will be used for data analysis.

4.2.1 Android Studio

Android Studio is the official IDE (Integrated Development Environment) that recommended
to use for Android platform developments. This is a replacement for the Google’s primary IDE
namely Eclipse Android Development Tools (ADT). Android Studio is developed based on
JetBrains’ IntelliJ IDEA and it is specifically designed for Android developments. The stable
release of Android Studio was released in 2014 and it is freely available under the Apache
License 2.0 for download on Windows, Mac OS X and Linux.

Android Studio provides the fastest tools for building Android applications on every type
of Android devices. Also, it is equipped with capabilities of code editing, debugging, instant
build/deployment, etc. Following are some of the important features available in Android Stu-
dio;

• Gradle-based build support

• Capability to catch performance and usability using Lint tools.

• A rich layout editor which supports drag and drop UI components.

• Provide an option to preview layouts on multiple screen configurations.

• Provided with an Android Virtual Device to deploy applications.

4.2.2 Resources

Android powered devices are consists of various types of built-in resources such as sensors to
measure motion, orientation and different other environmental conditions. These sensors will
provide user raw data with high precision and accuracy. Therefore this capability of android
powered devices is helpful to monitor three-dimensional device movement, positioning and
surrounding environmental factors like gravity, temperature and humidity. The sensors provided
with Android platform can be divided into three broad categories as Motion Sensors, Position
Sensors and Environmental Sensors [50].
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Figure 4.1: Coordination System of Accelerometer [50]

Motion Sensors Usually motion sensors are useful to monitor the device movements like
shake, rotation, tilt and swing. This information reflect the user inputs as well as the physical
environment. The motion sensor category includes accelerometers, gravity sensors, rotational
vector sensors and gyroscope. The main purpose of motion sensors is to measure acceleration
forces and rotational forces along X, Y and Z axes. Among the motion sensors, accelerometer
and gyroscope are hardware-based sensors while others like gravity, linear acceleration and
rotation vectors are either hardware based or software based.

Position Sensors Sensors which are used to measure the physical position of a device
are categorized under Position Sensors. Orientation and Magnetometers the two categories of
position sensors. The type of sensors provided in Android platform to determine the device po-
sition is called geomagnetic field sensor, the accelerometer sensor and proximity sensor. Among
those position sensors, geomagnetic is a hardware-based sensor which is available in most of
the handsets.Users can use geomagnetic sensor together with accelerometer to determine the
device orientation with reference to the world frame such as determine device position relative
to the north magnetic pole. The proximity sensor is used to identify whether the device is being
held close to the user’s face.

Environmental Sensors This is one of the three types of sensors provided with android
platform. Usually, this type of sensors is used to measure various environmental parameters,
such as ambient air temperature and pressure, illumination, and humidity. Android provides
four types of sensors which include light, pressure, temperature and humidity. All of these
sensors are hardware based and availability may vary according to the manufacturer.

The accelerometer is used in this project to read device orientation information while user
entering username and password. It provides acceleration force data with respect to the standard
3-axis coordinate system. As same as most sensors, the coordinate system is defined relative to
the device’s screen when the device is in its default orientation as shown in Figure 4.1. Most
importantly, this coordinate system axes won’t change either on the device’s screen orientation
is changed or device movement [50].
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4.2.3 Data Analysis Tools

The user authentication using biometrics on mobile devices converge more into the area of
machine learning. Hence two data analytic tools will be used here to analyze raw data and
process data. Those are WEKA 3.6.13 and Octave 4.0.3.

WEKA Weka (Waikato Environment for Knowledge Analysis) is an open source software
issued under GNU General Public Licence. This workbench is enriched with a collection of
machine learning algorithms and tools that can be used for data analysis and predictive modeling
tasks such as visualization, data pre-processing, classification and clustering. Users can use
either the graphical interface or a java application to apply algorithms to the dataset.

Octave Octave Software is one of the main free alternatives for MATLAB. This is an open
source software featuring a high-level programming language issued under GNU General Public
Licence. The main focus of Octave is mainly focused is on numerical computations such as
solving linear and non-linear equations, numerical linear algebra, statistical analysis, etc. Also,
it can be used as a batch-oriented language for automated data processing.

Moreover, Octave interpreter uses an OpenGL graphic engine to create plots, graphs and
charts which are more similar to ”gnuplot”

4.3 Implementation

A mobile application need be used to collect face biometrics and touch dynamic data that
required for this project. Therefore the application was developed as prove of concept (POC)
and also with the intention of collecting user data. So the Main activity is consist of several
options that navigate the user to different modes which are namely Training, Registration and
Authentication. Figure 4.2 illustrate the main screen of the application.

Figure 4.2: Main Display

For all of these three operational modes, users are directed to the page where they need to
provide the username and then touch pattern respectively. The process is clearly shown in
Figure 4.3.
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Figure 4.3: Data Acquisition Flow

Figure 4.4: Class Diagram

During this process data pre-processing and storing operations are taking place as asyn-
chronous operations. Figure 4.4 illustrates a high-level view of the class diagram details in-
formation will be discussed under sections that allocated for each module.

4.4 Data Collector

Basically, the proposed application perform in two operational modes called user registration
and user authentication. In addition to these two modes, this application is used to collect
the training dataset to be used to train the application. So data collection in all these three
operational modes is handled by the data collector module. This module is one of the main
three modules in the application.

The purpose of this module is to read input from different inbuilt resources of the device like
front camera, touch sensors, accelerometer sensors etc., and store them into files to be used later
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and then pre-processing will be done in order to retrieve important features from collected raw
data that need to be feed into data classifier for user classification. These pre-process data will
be stored into an internal database. Here SQLite database is used as the data store.

4.4.1 Data Acquisition

As described before, data collector modules comprise of two submodules to handle data
acquisition and data pre-processing operations. Within data acquisition operation, following
four types of data will be collected.

1. Username

2. Face biometrics

3. Touch pattern

4. Touch behavior biometrics

Hence the data acquisition is carried in two phases such as face data acquisition and touch
data acquisition.

Face Data Acquisition

In the first phase, users are navigated to a screen that contains a field to enter the user name
and the camera view. Figure 4.5 illustrate the face detector interface that used to collect user-
name and facial features. Face data acquisition is a process containing two steps where the first
step is to detect the face from the video stream and then extract landmark positions from the
detected face. This process runs as a background process while user entering their username.
Basically, this strategy for face data acquisition is used to make sure that user is focusing on the
screen during the data acquisition period.

The Face Detection API is used to detect user face which was released with the Google Play
Services 7.8. Face Detection API does not provide functionality for face recognition but for
face detection. This API simply detects the presence of human faces in the image or video but it
is not capable of determining whether two faces correspond to the same subject (user). It infers
the faces with slight changes in position in consecutive frames of video are the same face, but
if the face is disappeared from the field and re-entered then it is considered as a new face.

Especially this face detection API is capable of distinguishing faces at a different orienta-
tion and with different facial expressions. Therefore specific landmarks of detected face such
as eyes, cheeks, nose and mouth can be collected even if the subject’s head has slight turn
sideways.
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Figure 4.5: Face Data Acquisition Screen

In order to use Google face detection API, Google Play Services should be added as a depen-
dency as shown in Listing 4.1.

Listing 4.1: Google Play Services Configuration

dependencies {

compile ’com.google.android.gms:play -services :7.8+’

}

In the onCreate method of the Face Detector Activity, both camera source and accelerometer
should be initialized to capture face data and mobile orientation during the session. Listing 4.2
shows the initialization steps of the camera.

Listing 4.2: Create Camera Source

private void createCameraSource () {

Log.i(CLASSNAME , "Create camera source");

Context context = getApplicationContext ();

FaceDetector detector = new

FaceDetector.Builder(context)

.setTrackingEnabled(true)

.setClassificationType(FaceDetector.ALL_LANDMARKS)

.build ();

fdFactory = new

GraphicFaceDitectorFactory(mGraphicOverlay ,

getFilesDir (), accelerometer);
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detector.setProcessor(

new

MultiProcessor.Builder <>(fdFactory).build ());

if (! detector.isOperational ()) {

Log.w(CLASSNAME , "Face detector dependencies

are not yet available.");

}

mCameraSource = new CameraSource.Builder(context ,

detector)

.setRequestedPreviewSize (800, 800)

.setFacing(CameraSource.CAMERA_FACING_FRONT)

.setRequestedFps (20.0f)

.build ();

}

The face detector is initialized with options for detecting faces with landmarks by setting the
classification type to FaceDetector.ALL_LANDMARKS (Listing 4.3. Other important option is
to set ”tracking enabled” to true. Setting ”tracking enabled” is important to get more accurate
and faster result for detection on consecutive images such as video stream.

Listing 4.3: Initialize Face Detector

FaceDetector detector = new FaceDetector.Builder(context)

.setTrackingEnabled(true)

.setClassificationType(FaceDetector.ALL_LANDMARKS)

.build ();

The Detector can be identified as the base class for implementing face detector instance.
Usually, the detector instance accepts a Frame as an input and return detected items as the out-
put. But according to this project, it is required to process each frame received from the camera
and detect the face on the frame. Hence in this project, Detector is used within a pipeline struc-
ture in conjunction with a MultiProcessor which continuously receives frames from camera
source and then handles detected items (faces) via GraphicFaceDitectorFactory.GraphicFaceTracker.
Additionally, GraphicFaceDitectorFactory is fed with file location to store details of the de-
tected faces and also an instance of accelerometer AccelerometerSensor to capture the device
orientation.

The first time that an application using the Face API which is installed on a device, Google
Mobile Services (GMS) will download the required library to the device. Usually, this is done
by an installer before the application is run for the first time. But there is a possibility to fail
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this pre-installation process due to network issue or a device issue such as lack of storage.
So isOperational method of the detector is used here to make sure that required library is
available or not.

The GraphicFaceDitectorFactory.GraphicFaceTracker will listen on new item detec-
tions or item updates and will add/update the UserFace collection accordingly. This process
will run as an asynchronous task, perform as a background operation and publish results on
UI thread which make proper and easy use of UI thread. However number of frames and face
detected during this period may vary and also the number of frames that need to be processed
may take a higher value than required. Therefore the number of faces collect during one session
has been limited to 5. This helps to reduce the memory consumption during the period.

Device Acceleration Information

In addition to face landmark information, acceleration sensor measures also used here to
capture the acceleration applied to the device during the session. Thus Accelerometer sensor
also needs to be initialized during the onCreate method call of the Face Detector Activity.
Listing 4.7 shows how to get an instance of the acceleration sensor.

Listing 4.4: Initialize Acceleration

private void enableAccelerometer () {

senSensorManager = (SensorManager)

getSystemService(Context.SENSOR_SERVICE);

senAccelerometer =

senSensorManager.getDefaultSensor(Sensor.TYPE_ACCELERATION);

senSensorManager.registerListener(this ,

senAccelerometer ,

SensorManager.SENSOR_DELAY_NORMAL);

}

The getSystemService method is used to get a reference to the sensor service of the
system by passing the name, Context.SENSOR_SERVICE. Then a reference to the system’s
accelerometer need to be taken through the sensorManager which can be done by calling
getDefaultSensor( Sensor.TYPE_ACCELERATION) with the type of the sensor going to be
used. Finally acquired sensor must be registered as a listener to get readings. This is done by in-
voking registerListener public method of SensorManager. Here the expected sensor event
delivery rate is given by SensorManager.SENSOR_DELAY_NORMAL which 3 microseconds(this
value is the default value that suitable for screen orientation changes).

Theoretically, the acceleration applied to the device Ad is calculated by using the forces
applied on the sensor (Fs) and the mass (m) of the device by using following equation 4.1. The
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relationship 4.2 show the gravitational influence on the acceleration measurement, measured by
using equation 4.1 [50].

Ad =−∑Fs

m
(4.1)

Ad =−g− ∑Fs

m
(4.2)

Therefore it is recommended to remove the contribution of the force of gravity while mea-
suring the real acceleration of the device. There are two ways to read three-dimensional vector
representing acceleration along each axis, excluding the gravity. One is to define to use normal
accelerometer sensor and use different methods to filter sensor data such as use a simple high-
pass filter to remove gravity. In order to apply a high-pass filter, it is required to isolate the force
of gravity first. This can be achieved by applying a low-pass filter. Following example (Listing
??) shows the extraction of actual acceleration on the device.

Listing 4.5: Initialize Acceleration

private void readAcceleration(final SensorEvent event) {

if(event.values != null) {

final float alpha = event.timestamp

/SensorManager.SENSOR_DELAY_NORMAL;

final float[] gravity = new

float[event.values.length ];

// Isolate the force of gravity with the

low -pass filter.

gravity [0] = alpha * gravity [0] + (1 -

alpha) * event.values [0];

gravity [1] = alpha * gravity [1] + (1 -

alpha) * event.values [1];

gravity [2] = alpha * gravity [2] + (1 -

alpha) * event.values [2];

// Remove the gravity contribution with the

high -pass filter.

accelerometer.setX(event.values [0] -

gravity [0]);

accelerometer.setY(event.values [1] -

gravity [1]);

accelerometer.setZ(event.values [2] -

gravity [2]);

}

}
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The second method is to use linear accelerometer to read acceleration information as in List-
ing 4.6. the Linear acceleration sensor provides acceleration measures along the three axis
without the influence of gravity. Therefore linear acceleration is usually used to perform ges-
ture detection.

Listing 4.6: Initialize Linear Accelerometer

senAccelerometer =

senSensorManager.getDefaultSensor(Sensor.TYPE_LINEAR_ACCELERATION);

Conceptually, the linear accelerometer sensor provides acceleration data according to the
following relationship:

linear acceleration = acceleration - acceleration due to

gravity

Therefore this second method is used in this project to capture device acceleration. Upon
completion of the first face data acquisition phase, collected raw data will be stored into internal
data store using appendToFile in InternalDSHelper class. These raw data will be stored as
a comma separated list (A) into a file and also keep in cache.

Listing 4.7: Initialize Acceleration

public static void appendToFile(Context context , String

data ,String file) throws IOException {

FileOutputStream fos =null;

try {

fos = context.openFileOutput(file ,

Context.MODE_APPEND);

fos.write(data.getBytes ());

} catch (Exception e) {

Log.i(CLASSNAME ,

Constants.DATA_STORE + " file not

found");

throw e;

}finally {

if(fos != null) try {

fos.close ();

} catch (IOException e) {

Log.i(CLASSNAME ,

Constants.DATA_STORE + "

Error in closing stream

");

}
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Figure 4.6: Pattern Numbering

}

}

Touch Data Acquisition

Touch data acquisition is done in the second phase. In this phase, users are provided with a
pattern screen with nine spots (circles). Then each of these nine spots is assigned a number to
identify the pattern. Figure 4.6 shows the numbers that have been assigned to each touch point.

An open source library called ”android-lockpattern” which is released under Apache Li-
censee v2.0 is used here to draw the pattern screen. Here PatternUnolockActivity is the
responsive activity class that handles the second phase of data acquisition. So the pattern screen
and the linear accelerometer is initialized during onCreatemethod call of the PatternUnolockActivity.
The accelerometer initialization and registration is done as described in section 4.4.1.

In touch gesture acquisition process; spatial, timing and motion information of the user touch
pattern will be taken. Once the user’s finger touched the edge of any circle, that circle will
trigger and spatial,timing and motion information at that time will be recorded. Here touch size
(touch area), Pressure and coordinates of the position are recorded as spatial information and
timing information such as the time taken to enter each touch point also calculated by using the
start time and the entry time.

Listing 4.8: Touch Data Acquisition

private void updateCellInfo(Cell hitCell , MotionEvent event)

{

if (hitCell != null) {

hitCell.x = event.getX();

hitCell.y = event.getY();

hitCell.area = event.getSize ();

hitCell.pressure = event.getPressure ();

hitCell.elapt = event.getEventTime ()-

ptrnStart;

hitCell.user_id = getUser ();
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}

}

Android OS API function calls are used here as shown in listing 4.9 to acquire spatial and
timing information.

• Pressure: MotionEvent.getPressure() API call is used to obtain the touch pressure.
This method returns the approximated force asserted upon each touch event. This value
will be taken a value in the range 0 (soft touch) or 1 (hard touch). But this can be changed
based on the device. Some devices return only either 0 or 1.

• Touching Area: This represents the contact area being touched which associated with a
touch size. Therefore MotionEvent.getSize() android function is used to retrieve the
touch size of each touch event.

• Coordinates: X and Y coordinates of the contact point are obtained by using the Android
functions MotionEvent.getX() and MotionEvent.getY() with unit pixel (PX).

• Elapsed Time: Denotes the time taken to reach a particular point. This time is calcu-
lated by equation 4.3. Here the start time for the first node of the pattern is taken by
MotionEvent.getDownTime() function call. This function returns the absolute start
time of the touch event in milliseconds. Then the entry time which is also known as the
event time is obtained from the MotionEvent.getEventTime() android function. It re-
turns the time that the finger entered to the circle. Figure 3.6 depicts the computation of
timing information.

Ti = ti+1− ti (4.3)

Where

– t0 : is the absolute start time of the pattern.

– ti : is the time at node (i) on the unlock pattern.

– ti+1 : is the time at node (i+1) on the unlock pattern.

In addition to spatial and timing information, accelerometer reading also is taken as motion
information. Set-up and acquisition of accelerometer readings will be done as explained in
section 4.4.1.

When storing pattern information, the encrypted pattern for each user will be stored in a
separate file to be used later to validate the touch pattern. And raw touch dynamic data are
stored as a comma separated list into a data file also in the cache.
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Feature extraction from collected data is an important part of the proposed authentication
method. This data pre-processing operation is done in the data preprocessing unit which is
a part of the data collector module. Upon completion of one round of data collection, data
collector will invoke pre-processor to extract features from collected raw data and store them
into an internal database. Implementation of the pre-processor which include feature extraction
is described in section 4.4.2.

4.4.2 Data Pre-processing

As described in the previous section, data pre-processor is invoked after each iteration of the
data collection where one iteration include both face data acquisition and touch data acquisition
phases. The result of the PatternUnlockActivity is monitored by the FaceDetectionActivity.onActivityResult
listener.

Listing 4.9: Touch Data Acquisition

@Override

protected void onActivityResult(int requestCode , int

resultCode , Intent data) {

super.onActivityResult(requestCode , resultCode ,

data);

if (resultCode == Constants.CustomStatus.RETRY) {

trycount --;

saveUserInfo ();

if ((mode == Mode.TRAIN || mode ==

Mode.REGISTER) && trycount == 0) {

bCancel.setEnabled(false);

mBtnOkCmd = Command.FINISH;

bOk.setText(R.string.finish);

}

} else if (resultCode ==

Constants.CustomStatus.ERROR) {

mMsg.setError(data.getExtras ().getString(Constants.ERROR_MSG));

}

}

During the FaceDetectionActivity.saveUserInfo() method call, user’s face and touch
data get loaded from the cache and FeatureExtractor is invoked to extract important face
and touch features from collected data.
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Feature Extraction

The face feature vector consists of 16 features such as distance between eyes (DEYE),
distance between left and right cheeks (DCHEEK), Width of the mouth (WMOUTH), dis-
tance between bottom mouth and nose (DMOUTHNOSE), distance between left eye and nose
(DLEYENOSE), distance between right eye and nose (DREYENOSE), distance between left
cheek and nose (DLCHEEKNOSE), distance between right cheek and nose (DRCHEEKNOSE),
Acceleration along X axis (ACCELX), acceleration along Y axis(ACCELY), acceleration along
Z axis (ACCELZ), Left eye open probability (LEO), right eye open probability(REO), smiling
probability(SMILING), Euler Y(EY) and Euler Z(EZ). These face features are extracted from
the raw data collected during the session and finally the average value of each extracted feature
will be taken. The face data extraction process and calculations are described in section 3.3.2.

As shown in listing 4.10, the FeatureExtractor.extractFaceFeatures method is used
for face feature extraction. This is an asynchronous task that runs in the background. Thus
AsyncListener is used here to monitor the completion of the feature extraction process and
upon completion of the task extracted face features are stored in the SQLite database through
SQLiteDSHelper. These structured feature data are stored into ”facefeatures” table.

Listing 4.10: Feature Extraction

final String [] faces =

Cache.getFacePatterns ().split(System.lineSeparator ());

FeatureExtractor.extractFaceFeatures(new

AsyncListener <Float >() {

@Override

public void callback(Float obj) {

}

@Override

public void callback(Float[] list) {

if (list.length > 0) {

storeFaceFeatures(list , user);

}

}

}, faces);

Figure 4.7 contains the structure of the ”facefeatures” table.

A similar type of process is done for touch feature extraction. Here the touch feature vector
(TFV) consists of 25 features. Those include X and Y coordinates for each nine touch points,
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Figure 4.7: SQLite Table Face Features

Average touch area per pattern (AVGAREA), Average touch pressure per pattern (AVGPRES-
SURE), Total elapsed time for pattern (TOTALELPTIME), Average finger moving speed (AVG-
MVSPEED), Average acceleration along X axis (AVGACCELX), Average acceleration along
Y axis (AVGACCELY) and the Average acceleration along Z axis (AVGACCELZ). Extracted
touch features are stored into ”touchfeatures” table.The table structure is shown in Figure 4.8.

4.4.3 Data Store

There are two types of data stores are used here to store data. One is internal data store where
data stored in flat files. This internal data store is managed by InternalDSHelper which
handles all the write ad read operations on internal data storage. The second data storage is
SQLite database. This is managed by SQLiteDSHelper. It handles all the database operations
like opening a connection, closing connection, insert, update, read, delete, etc.

Listing 4.11: Open SQLite Connection

public synchronized SQLiteDatabase getConnection (){

return helper.getWritableDatabase ();

}

Here SQLiteOpenHelper.getWritableDatabase() method is used to open the database
connection for both read and write operations. The first time this method is called, the database
is created and connection is get opened by calling SQLiteDSHelper.onCreate(), SQLiteDSHelper.onUpgrade()
and/or SQLiteDSHelper.onOpen() methods. Once the connection is opened successfully, the
database is cached.

The database schema and structure and version are the key principles of using SQLite databases.
DSContract is used to manage the layout of the schema. It contains names for URIs, tables,
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Figure 4.8: ”touchfeatures” SQLite Table

Figure 4.9: SQLite Database

columns etc.

Figure 4.9 depicts the structure of the DB schema.

4.5 Data Classifier

Data classifier is the second module of the application which handles the user categorization
and classification based on the extracted features. So as the first step, the classifier will generate
a signature (template) from extracted features to be used later to identify the user. But if consider
the size of the both face feature vector and touch feature vector, it is undesirable to use all of
the available features to perform the classification. Usually, it is expected that more the number
of features being used to represent the subject’s behavior, should increase the accuracy of the
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classifier. However, it has become unrealistic due to following reasons.

• High CPU usage: Using more features to train and test the classifier may cause in more
processing time and CPU overhead which need to be taken into consideration because of
this authentication method is focused on mobile devices.

• High memory utilization: Storing and handling more features may result in more mem-
ory usage.

• Discriminative capability: All the features do not have same discriminative capabilities
where some of them have higher influence than others.

• Over-fitting: Using all features for classification may result in over-fitting to the training
data set.

To address above problems, feature selection process is done before classification take place.
This process is done manually by using the WEKA tool. The process of feature selection is
described in next section.

4.5.1 Feature Selection

The purpose of having a feature selection process is to choose a smaller subset of features
from feature set that can be used to represent the subject’s behavior. Adequate selection of
features may result in higher accuracy and efficiency of classifier methods. As explained in sec-
tion 3.4.3, there are three main approaches for feature selection such as filter method, wrapper
method and embedded method. Wrapper method will select features by using a classifier and
it may obtain better performance with greater computational resources. The filter method per-
forms selection of features independently from the classifier used. By considering the behavior
of each approach and the requirement of this project, filter method is selected to be used for
feature selection.

Filter method uses a statistical approach to rank features. First, it applies a statistical measure
to compute n scores and then rank them by sorting the scores. Thus this method considered
to be computationally efficient. Later these ranks can be used either to keep or remove low
ranked features from data set. Chi Squared test, Information Gain, Gain Ratio and Correlation
Coefficient are some examples of filter methods.

Information gain is one of the popular feature selection technique. Information gain (also
called entropy) is calculated for each attribute for the output variable. This value can vary from
0 to 1 where 0 denotes no information and 1 denotes maximum information. Attributes con-
tribute more information will gain a higher rank comparatively to the attributes which contribute
less information. In WEKA, ”InfoGainAttributeEval” can be used to feature selection via infor-
mation gain. Here Ranker search method must be used together with information gain evaluator.
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The purpose of using Ranker method is to rank attributes by their individual evaluations. This
method can be used in conjunction with (ReliefF, GainRatio, Entropy and etc.).

But information gain technique exhibits a bias towards attributes having a large number of
values. Thus an extension known as the gain ratio has introduced to overcome the bias of
information gain. Gain ratio technique applies a kind of normalization to information gain
using a split information value. The gain ratio is defined as equation 4.4.

GainRatio(A) =
Gain(A)

SplitIn f o(A)
(4.4)

where A is the selected attribute and Gain(A) , In f o(D) and In f oA(D) obtained by equation
4.5,4.6 and 4.7 respectively.

Gain(A) = In f o(D)− In f oA(D) (4.5)

In f o(D) =−
m

∑
i=1

pi log(pi) (4.6)

• m: number of classes

• pi: the probability that an arbitrary tuple in D belongs to class Ci; estimated as |Ci,D|/D.

In f oA(D) =
v

∑
j=1

|D j|
|D|

In f o(D j) (4.7)

• v: number of partitions

• |D j|/D: weight of the jth partition

• In f o(D j): the entropy of partition D j.

Therefore ”Gain Ratio” was selected as the preferred technique for feature selection. WEKA
supports feature selection via gain ratio through ”GainRatioAttributeEval” evaluator. As same
as for information gain evaluator, using Ranker search method is mandatory for the gain ratio as
well. Figure 4.10 and 4.11 depict the face feature selection and touch feature selection results
respectively.

4.5.2 Classification

The statistical model is selected to perform the user classification. The main purpose of this
operation is to generate a unique template (signature) to distinguish each user. Within this sig-
nature generation, it will transform above extracted features into a compact form which is called
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Figure 4.10: Face Feature Selection

Figure 4.11: Touch Feature Selection
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user signature or template. In the statistical method, user signature is generated by concatenat-
ing the sample mean x, sample standard deviation s, and [L,U ] confidence intervals for each
feature.

If there are m number of features, then;
Signature = ”x1,s1,L1,U1|x2,s2,L2,U2|x3,s3,L3,U3|.....|xm,sm,Lm,Um”

Signature generation is handled in generateUserSignature method (listing 4.12).

Listing 4.12: Generate User Signature

public void generateUserSignature(final String user) {

Log.d(CLASSNAME , "Generate User Signature");

AsyncTask <String , Void , Void > execute = new

AsyncTask <String , Void , Void >() {

@Override

protected Void doInBackground(String ...

params) {

final String user = params [0];

// calculate mean

float[] mean_f = getMeanFF(user);

float[] mean_t = getMeanTF(user);

// get feature matrix

final float [][] fmatrix =

readFeatureMatrix(user);

final float [][] tmatrix =

readTouchFeatureMatrix(user);

// calculate sd & cis

if (mean_f != null && mean_t != null &&

fmatrix != null && tmatrix != null) {

float[] sd_f = standardDeviation(mean_f ,

fmatrix);

float[] sd_t = standardDeviation(mean_t ,

tmatrix);

float [][] cc_f =

confidenceInterval(mean_f , sd_f);

float [][] cc_t =

confidenceInterval(mean_t , sd_t);
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// Generate signatures

final String face_sign =

getSignature(mean_f , sd_f , cc_f);

final String touch_sign =

getSignature(mean_t , sd_t , cc_t);

// insert to DB

insertIntoDB(user , face_sign ,

touch_sign);

}

return null;

}

@Override

protected void onPostExecute(Void result) {

super.onPostExecute(result);

}

}. execute(user);

}

Before starting signature generation process it will load face feature matrix (M f ) and touch
feature matrix (Mt) that stored into the database by pre-processor. Then it will calculate the
mean vector for both M f and Mt matrices which are vmeanF and vmeanT by using equation 3.1.
Then the sample standard deviation s for both face and touch data collections are calculated by
using equation 3.2.Finally confidence interval is calculated using student t distribution function
depicts in 3.4. Here t-distribution function is used because of the standard deviation for the
population is unknown.

Two templates/signatures will be generated per each user.One is generated by face features
and other is by using touch features and these two signatures are stored in the database.

4.6 Validator

The validation module will perform a comparison between current user signature against with
the target user’s signature.The decision is made based on a predefined threshold value. However,
this project apply fusion approach where combine two matching scores from different feature
sets such as touch dynamics and facial features to make the final decision.
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There are two validation approaches such as verification and identification. When consider-
ing the requirement of mobile application authentication, verification approach was selected in
this project. In verification mode, login user is verified against the information of target user to
make sure it is the same user that claimed to be.

Validator module is used only in user authentication mode and it is invoked upon user enter
their credentials on application’s login page. First, it will load target user’s signatures from the
database and will perform verification for each feature to check whether the new value belongs
to the confidence interval of a particular feature. Then weight will apply to matches before
calculating the dissimilarity score. These weights for each feature are obtained from the scores
given by feature selection algorithm. Finally, two dissimilarity score values will be calculated
and the decision is made with respect to the threshold value determined for each feature sets.

At the end of each successful user authentication, the database is updated to add a new feature
set to enhance the accuracy of the authentication system.

4.7 Summary

This chapter discussed the implementation of the mobile application with including descrip-
tive information for each of the three main modules. Basically, implementation is done for
Android platform by using Android Studio and Java JDK 1.7. Besides Android Studio, WEKA
and Octave were used as analytical tools for data analysis.

The main purpose of implementing this android application is to collect training data set and
perform the evaluation. Each of these modules consists of background processes to process data
that corresponding to the module and result is saved into either flat file or database. Then suc-
cessive module will take required data from either database or cache. Here caching mechanism
is use on top of the database to increase the performance. But while using cache memory usage
also taken into account because memory usage is an important factor in mobile devices.

Finally, validator module makes the decision by combining the result of both face verification
and touch verification processes. After each successful iteration, database updated with a feature
to retrain the classifier in order to increase the accuracy.

Next chapter will include analytical information of this approach.
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Chapter 5

Result and Evaluation

5.1 Overview

The previous chapter covered the implementation of the project with including technologies
and tools that have been used. This chapter will include result and data analysis information.

5.2 Outlier Detection

Before performing feature selection, it is important to identify potential outliers and their im-
pact on the final outcome. By definition, an outlier is an observation point that varies from other
observations. Outliers may indicate bad data and may need to exclude from the data set. But in
some cases, it is not possible to determine if an outlier point is bad data because there is a possi-
bility that they may indicate something scientifically interesting. Therefore if the data contains
significant outliers, it is recommended to consider the use of the robust statistical technique.

5.3 Feature Selection

Basically, the focus of machine learning techniques is to obtain an approximate relationship
between an input feature vector X1,X2,X3, ...XN and output Y. Here N denotes the number of
features. Usually, whole features set is not used to determine Y to avoid some issues like
over-fitting issue and misleading issue. Instead, the output is decided only by a subset of most
relevant features. The selection of this most relevant subset of features is called the feature
selection process.

Hence feature selection was performed for both face and touch feature vectors to obtain the
most relevant subset of features to used in the classification model. There are two objectives of
performing feature selection in this project. One is to find the most relevant subset of features
and other is to assign some weight to each feature based on their relevance to the output. There-
fore filter method is used as the feature selection technique and it is performed by using WEKA
tool which is an open source tool popular for data analysis in machine learning domain.
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Filter Method There are four types of filter methods could be found in the literature such as
Chi Squared Ranking Filter, Correlation Coefficient, Information Gain and Gain Ratio.

Figure 5.1 and Figure 5.2 depict the result of Chi Squared Ranking Filter. The weka.attributeSelection.ChiSquaredAttributeEval

evaluator is used to evaluate the worth of an attribute by computing the value of the chi-squared
statistic with respect to the class.

Figure 5.1: Chi Squared Ranking Filter Results for Face Features

Figure 5.3 and Figure 5.4 show correlation coefficient based feature selection algorithm re-
sults. It evaluated the worth of a subset of attributes based on the individual predictive ability
of each feature along with the degree of redundancy between them. Furthermore ”bestfirst”
method is used as the search method where it searches the subset of attributes by using greedy
hillclimbing augmented with backtracking facility. There are three types of operation modes
in best-first technique. One is to start with the empty set of attributes and search forward and
second is to start with the full set of attributes and search backward or search will start at any
point and search in both directions by considering all possible single attribute additions and
deletions. But this method does not return ranking values for selected attributes.

Next filter method is information gain. Figure 5.5 and 5.6 illustrate the result of face feature
selection result and touch feature selection results respectively.

The last filter method to be analysed is the Gain Ratio. The Gain ratio is an extension to
information gain filter method which is introduced to overcome the bias of information gain.
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Figure 5.2: Chi Squared Ranking Filter Results for Touch Features

Gain ratio technique applies a kind of normalization to information gain using a split informa-
tion value. Figure 5.7 and 5.8 contain the ranking results for both face feature set and touch
feature set.

By considering the facts that mentioned in the previous chapter we will use Gain Ratio tech-
nique as the preferred feature selection method to select the subset of features that will be
used for user classification and validation processes and finally authenticate the user. Therefore
accelZ (acceleration force along Z axis, AccelY (acceleration force along Y axis), reo (right
eye open probability), accelX (acceleration force along X axis), smiling (smiling probability),
w mount (width of mouth), d lc nose (distance between left cheek and nose), eulerZ (rotation
around Z axis), d mouth nose (distance between bottom mouth and nose base) are selected as
the subset of face feature vector. Also elapt(elapsed time), speed (finger moving speed), accelX
(acceleration force along X axis), accelZ (acceleration force along Z axis), accelY (acceleration
force along Y axis), area (touch area) and pressure (touch pressure) were selected as the subset
of touch features that have more impact on the final outcome.

5.4 Data Analysis

User classification is done based on the statistical method proposed in previous chapters.
Only selected features are considered while performing the classification. The first behavior of
each feature is analyzed using WEKA tool. Figure 5.9 illustrate the result of the analysis.
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Figure 5.3: Correlation Coefficient Filter Results for Face Features

This illustrates the behavior of features for all the face data set. Next Figure 5.10 illustrate
the behavior of touch data set.

Furthermore, behavior of selected attributes will be analyzed in detail in next section.

5.4.1 Face Feature Analysis

Initially, face feature vector contained 16 features and 9 features were selected by applying filter
method feature selection technique. Here these each feature values were plotted against each
user to understand their behavior. These plots were created using WEKA tool.

AccelZ (acceleration force along the Z axis) is the highest ranked feature among the selected
nine features. It shows a significant difference between each user data set. In the same way two
graphs have been plotted for all the other selected features. The second highest ranked feature
is acceleration along the Y axis. Figure 5.12 show the variation of accelY values.

In plots referred in 5.12, the first user exhibits a considerable difference than other users.
Also if consider average values it is clear that each value for different users is slightly differ
from other users. Right eye open probability is the next in select feature subset. Figure 5.13
depict the behavior of this feature for different users.

The feature äccelxı̈s ranked into the 4th place according to Gain Ratio ranking technique.
As illustrate in Figure 5.14 the value of mobile device acceleration force along the X axis, lies
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Figure 5.4: Correlation Coefficient Filter Results for Touch Features

within long range when comparing to previous features and average value exhibit significant
difference among each different users.

Smiling probability is a classified value return from GoogleTMServices API. This is the next
ranked feature in Gain Ratio feature selection results list. It contains both negative and positive
values and exhibits significant difference among different users.

Figure 5.16 depicts the behavior of the feature ”width of mouth” for different users. Accord-
ing to the first plot, it is clear that there are some values which deviate from the cluster. The
second plot contains the average width of mouth that calculated for each user. Here other users
except third, fifth, seventh and ninth users exhibit significant difference. Therefore it is clear
that this feature can be considered as a good candidate to use for user verification. But accord-
ing to the ranking algorithm this feature is ranked into the sixth position. Therefore the affect
of this feature on final outcome may be less than previously discussed features.

The distance between left cheek and nose have been plotted against different 10 users in
Figure 5.17. As it illustrates in the figure values exhibit slight differences for different users.

The ËulerZänd D̈istance between the mouth and nosef̈eatures are the last in the selected
feature list. In Figure 5.18, left hand side plot contains the raw extracted value plotted against
each users. Here it is clearly illustrated that most of the values are converge to a single point
and only a few values have been diverging from the center. When comparing with the plot that
plot average value against each user, we can observe that outliers have made a considerable
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Figure 5.5: Information Gain Filter Results for Face Features

impact on the average value. Same can be seen in the Figure 5.19 which depicts the behavior of
distance between mouth and nose.

5.4.2 Touch Feature Analysis

The behavior of face features was analyzed in the previous subsection. Both raw values
and average values of extracted features have been plotted against 10 different users to do the
analysis. The same method will be used here for touch feature analysis and it is done based on
the feature selection result list.

Among touch features, ”acceleration along the X-axis” is the highest ranked feature. Thus
the behavior of touch accelX feature and average values are plotted in Figure 5.20. As shown
in Figure 5.20, the behavior of acceleration along X axis feature for some users exhibits steady
behavior than others. Also the average values per each user exhibits more diversity which can
be useful in distinguishing different users.

The next feature is the elapsed time. Here total time that user spent to draw complete pattern
was taken as the total elapsed time. Average value is calculated for all collected 20 samples per
each user. Figure 5.21 depicts the behavior of raw elapsed time and average elapsed time for
different 10 users.

The feature acceleration along the Z axis is the third ranked feature in the selected feature
list. The plot on the left hand side in Figure 5.22 illustrates the behavior of raw values while
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Figure 5.6: Information Gain Filter Results for Touch Features

the right hand side plot depicts the behavior of average values. The next Figure 5.23 illustrate
the behavior of acceleration along Y axis for the 10 different users. According to the average
graphs, it is clear that there is a significant difference in acceleration among different users.
Therefore acceleration values can be considered as good candidates for user identification.

The next important feature is the finger moving speed. Here the speed between each node
was calculated and average speed has been taken as the speed value for each iteration. The
Figure 5.24 contains two plots that illustrate the variation of raw speed data average speed data
for different users.

The touch area and pressure are two other important touch features and Figure 5.25 and 5.26
contains the behavior of area and pressure feature for different users respectively. Moreover if
closely observe the behavior of these two features, values are converged around two different
points for some users. When analyzing data it was clear that area and pressure corrected in two
different sessions may diverge from the values from another session. Therefore by increasing
the number of session for collect data may helpful to increase the performance.

After feature selection and analysis, next step is to apply classification algorithm. As ex-
plained in previous chapters classification algorithm is made up from the statistical method
which uses mean, variation and confidence intervals. Next section will include the analysis of
the classification and verification results.
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Figure 5.7: Gain Ratio Filter Results for Face Features

5.5 Classification & Verification

A statistical method is used here as the basis of the classification algorithm. According to
the proposed algorithm confidence interval is used as the range to classify each feature. The
main advantage of using this algorithm is it is not required keep lots of training data in the
mobile application, but required only the particular user’s data which is acquired during the
user registration. First, classifier need be trained to classify users accurately. Thus threshold
values are determined for face and touch feature set by using the acquired dataset for 10 different
users.

In order to test and evaluate the proposed classification algorithm, 70% of samples from each
user are taken as the training dataset and remainder (30%) are taken as testing dataset which will
be used for the evaluation. In collected dataset, each user has 20 samples. Thus 14 randomly
selected samples were taken as the training data set and the remainder is used for the testing.

Training During the training phase; mean, standard deviation and low boundary and the upper
boundary of the confidence interval were calculated for each user and each feature. Following
six confidence levels listed in Table 5.1 were taken into consideration. As the test sample size
for each user is 14, the degree of freedom is 13 and thus confidence level that corresponds to
d.f. 13 was considered. Refer appendix A for more details.

Then overall success rate is calculated for each confidence interval by using different thresh-
old values. These threshold values were calculated using the weights that obtained from feature
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Figure 5.8: Gain Ratio Filter Results for Touch Features

Confidence level c (%) t value
80 1.3502
90 1.7709
95 2.1604
98 2.6503
99 3.0123

99.9 4.2208

Table 5.1: t-Distribution Confidence Intervals for d.f 13

selection algorithm. Weight for selected features is shown in Table 5.2.

Then threshold value for X% success rate is calculated by using Equation 5.1. In order to
analyze the success and failure rates, seven threshold values are calculated as shown in Table
5.3.

T = 3.697∗ X
100

(5.1)

As shown in Table 5.4 success rate is calculated. The success rate means the percentage of
identifying a legitimate user accurately.

In this approach, identifying most relevant confidence interval and the threshold value is more
important. The false acceptance rate (FAR) and false rejection rate (FRR) are used to select the
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Figure 5.9: Face Feature Analysis

relevant confidence interval and threshold value because FRR and FAR can be used ensure the
accuracy and user acceptance of the proposed method which is the main goal of this project.
The calculation of FAR and FRR for each confidence intervals are shown in Table 5.5 and 5.6
respectively.

The FAR rate is calculated by selecting a one user and assume that other nine users are trying
to access this selected user’s account. Here FAR is calculated as the same way we calculate the
acceptance rate for legitimate users and will check how many attempts were falsely accepted
as the legitimate users. This process is executed for each user (10) and obtained the average
acceptance rate as the FAR.

FRR is the inverse of the success rate for each user. So FRR values were easily calculated by
using the true acceptance rates which include in Table 5.4.

As shown in Figure 5.27, false acceptance rates are plotted in a single graph to identify the
behavior of different confidence intervals. Here threshold value id has been taken as the X axis
and percentage value (FAR) as the Y axis.

According to the Figure 5.27, it is clear that when confidence interval is higher, the FAR is
also got increased. Therefore it implies that in order to reduce false acceptance rate we need to
select less confidence interval which is more converge to the center of the distribution. But this
information is not sufficient enough to make the decision. Thus FRR also graphed as shown
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Figure 5.10: Touch Feature Analysis

Feature Weight
AccelZ 0.554
AccelY 0.539
REO 0.472
AccelX 0.424
Smile 0.408
W-MOUTH 0.394
D-LC-NOSE 0.346
EulerZ 0.305
D-MOUTH-NOSE 0.255
Total 3.697

Table 5.2: Face Feature Weights

in Figure 5.28 by using a threshold as X axis and FRR as Y axis. In this graph, it shows that
when confidence interval takes a less value the false rejection rate has gone up. Hence the
evaluation metrics EER (equal error rate) which is used to measure the accuracy of computer
authentication methods need to used here as well to select the best confidence interval and the
corresponding threshold value.

Basically the equal error rate (EER) metric is the interception of FAR and FRR graphs. This
metric is highly used to evaluate the accuracy of different authentication methods. The accuracy
of authentication method is inversely proportional to the value of EER which means lower the
EER, the accuracy of the particular method will be high. Figure 5.29 depicts the EER values
for different confidence intervals.

According to the Figure 5.29, the equal error rate takes lower value when both confidence
interval and the threshold value is higher. Thus in this study, we will use 99.9 confidence interval
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Figure 5.11: Acceleration Force along Z Axis

Figure 5.12: Acceleration Force along Y Axis

and T5 threshold value which is 70% (2.5879) while verifying the user’s face.

A similar approach is followed for the touch dynamic verification process as well. Same
confidence intervals listed in Table 5.1 will be used. For touch dynamic based user verification,
seven features were selected and their weights are listed in Table 5.7. Refer B for more details.

Thus if all the touch features get matched, highest score that can be achieved is 4.572. There-
fore threshold values for touch data verification are calculated using following equation 5.2.
Here X denotes the percentage value and list of threshold values are contained in Table 5.8.

T = 4.572∗ X
100

(5.2)
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Figure 5.13: Right Eye Open Probability

Figure 5.14: Acceleration Force along X Axis

Then success rate for each legitimate user have been calculated by using 14 training samples
and the result is listed in Table 5.9.

Then FAR and FRR is calculated to analyze the behavior of touch dynamics for different
users. Calculation was done in the same that explained under face verification.Results of FAR
and FRR are listed in Table 5.10 and Table 5.11 respectively.

Furthermore, Figure 5.30 illustrate the graph that plots false acceptance rate against different
threshold values for different confidence intervals. the graph shows that the FAR is lower when
comparing to the value obtained for face verification.

The Figure 5.31 contains the graph that describe the false rejection rate against different
threshold values like 30%, 40%, 50%, 60%, 70%, 80% and 90% for different confidence inter-
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Figure 5.15: Smiling Probability

Figure 5.16: Width of Mouth

vals. When the confidence interval is higher the rejection rate is getting lower and this value
eventually gets increased when increasing the threshold limit.

Basically, these information are not enough as explained earlier. Hence EER graph is drawn
by using FAR and FRR values as shown in Figure 5.32 to determine the suitable confidence
interval and the threshold value for touch data verification.

As shown in the EER graph plot against different threshold values, FAR and FRR lines for all
the confidence interval values except 99.9 confidence interval do not cross each other. Thus 99.9
is selected as the confidence interval for touch data verification and a corresponding threshold
value which is 46% (2.10312) selected as the threshold value.
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Figure 5.17: Distance between Left Cheek and Nose

Figure 5.18: Euler Z

Finally, the decision is made by considering the success rate of both face and touch feature
verification result.

5.5.1 Decision Making

The final decision is made by considering the acceptance rate of both face and touch features.For
decision making, we will use two approaches as listed below.

1. Either of the face or touch dynamics features need to be successfully verified.

2. Both face and touch dynamics features need to be successfully verified.

The analysis of result for the first approach is as follows. For face feature verification, 99.9
confidence level and 0.7 threshold value are used and touch data verified by using 99.9 confi-
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Figure 5.19: Distance between Mouth & Nose

Figure 5.20: Acceleration along X axis

dence level 0.46 threshold values as calculated above. The consolidated result of this analysis
is listed in the Table 5.12 and success rate for each user have been taken into a graph in Figure
5.33. More details about the statistics are included in Appendix C.

In the first approach, it shows higher success rate which is around 92.86%. Therefore false
rejection rate is 7.14%. If analyze the false acceptance rate (FAR) for the first approach. Table
5.13 shows the consolidated results obtained for each user.

Moreover, graph in Figure 5.34 help provides an overview of the false acceptance rates for
the first approach. This overall FAR value is around 38.89% which is a comparatively a higher
number.
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Figure 5.21: Total elapsed time

Figure 5.22: Acceleration along Z axis

Then we will focus on the second approach. In the second approach, we consider the success
of both face and touch data verification results. Table 5.14 contains the list of success rates per
each user.

Furthermore, Figure 5.35 depicts the success rates for each user plotted by using the training
dataset. According to these results, it is clear that the second approach has a very less success
rate when comparing to the first approach. This value is taken 57.14% in average.

As same as the success rate, false acceptance rate also very important to selecting a better
approach. Following Table 5.13 and Figure 5.34 shows the consolidated false acceptance results
obtained for the second approach.
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Figure 5.23: Acceleration along Y axis

Figure 5.24: Finger Moving Speed

According to the statistics, the second approach is more suitable to gain more security since
it’s overall false acceptance rate is around 11.98% which is a less value. But the success rate is
highly important for the usability. Thus the first approach can be selected as the more suitable
method for the final decision making. Next section will focus on the evaluation of the test result
which obtains by using test data set.

5.6 Evaluation

In order to evaluate the system, quantitative evaluation approach is used. The metrics that are
commonly used to evaluate the verification accuracy of a given authentication method are false
rejection rate (FRR), false acceptance rate (FAR) and equal error rate (EER).
• False Rejection Rate
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Figure 5.25: Touch Area

Figure 5.26: Touch Pressure

• False Acceptance Rate

• Equal Error Rate

False Rejection Rate (FRR) False rejection rate is the percentage of the number of legitimate
users, who falsely rejected against the total number of legitimate user tries. Having lower value
as FRR means that fewer number of legitimate users being falsely rejected which implies a high
usability level.

False Acceptance Rate (FAR) False acceptance rate is the percentage of the number of il-
legitimate users who are falsely accepted against the total number of illegitimate user tries.
Accepted behavior is to have low FAR value. Having high FAR value indicates that system has
a lower security level.
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Id Percentage % Value
T1 30 1.1091
T2 40 1.4788
T3 50 1.8485
T4 60 2.2182
T5 70 2.5879
T6 80 2.9576
T7 90 3.3273

Table 5.3: Threshold Values for Face Verification

Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 40.71% 26.43% 15.00% 6.43% 1.43% 0.00% 0.00%
90 71.43% 44.29% 27.86% 14.29% 6.43% 2.14% 0.71%
95 85.71% 68.57% 50.00% 27.86% 14.29% 7.14% 1.43%
98 92.86% 85.71% 70.00% 42.14% 27.86% 14.29% 3.57%
99 95.00% 89.29% 79.29% 63.57% 47.14% 27.14% 7.86%
99.9 99.29% 95.71% 89.29% 84.29% 77.86% 59.29% 35.71%

Table 5.4: Success Rate of Recognising Face

Equal Error Rate (ERR) This is a single number performance metric and EER is commonly
used to measure and compare the overall accuracy level of different biometrics authentication
methods. EER is obtained by finding the interception point of two graphs, one for FRR and
the other for FAR. So having lower ERR means having lower FRR and FAR which indicates a
better accuracy performance of a biometric based authentication method

5.6.1 Face Verification Result Evaluation

For the evaluation, test dataset which consists of 60 records is used. First, both face bio-
metrics and touch behavior biometrics are evaluated separately to check the success rate, false
rejection rate and false acceptance rate. Here 99.9 confidence level is used as the confidence
level and threshold values for face and touch data verifications are 0.7 and 0.46 respectively.
These values were determined based on the analysis of training dataset as described under clas-

Figure 5.27: FAR for Different Confidence Intervals
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Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 28.33% 14.13% 5.79% 2.06% 0.63% 0.08% 0.00%
90 43.89% 25.95% 11.98% 5.56% 1.59% 0.08% 0.00%
95 55.63% 36.51% 21.27% 9.84% 3.33% 0.56% 0.08%
98 65.79% 47.22% 30.24% 15.95% 6.59% 1.19% 0.08%
99 71.98% 54.76% 37.14% 21.67% 10.87% 2.54% 0.24%
99.9 83.25% 69.76% 53.10% 36.35% 21.67% 10.48% 1.27%

Table 5.5: False Acceptance Rate for Different Confidence Intervals

Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 59.29% 73.57% 85.00% 93.57% 98.57% 100.00% 100.00%
90 28.57% 55.71% 72.14% 85.71% 93.57% 97.86% 99.29%
95 14.29% 31.43% 50.00% 72.14% 85.71% 92.86% 98.57%
98 7.14% 14.29% 30.00% 57.86% 72.14% 85.71% 96.43%
99 5.00% 10.71% 20.71% 36.43% 52.86% 72.86% 92.14%
99.9 0.71% 4.29% 10.71% 15.71% 22.14% 40.71% 64.29%

Table 5.6: False Rejection Rate for Different Confidence Intervals

sification & Verification section in this chapter.

This subsection focuses on the face biometric verification and Table 5.16 contains the evalu-
ation results for face biometric verification.

The graphical view of above result can be seen in the Figure 5.37. This graph shows that for
some users FRR take a higher value and for some other users FAR values are higher. However,
the overall success rate for face recognition is 80% which is comparatively a higher value and
FRR rate is 20% and the FAR rate is 14.17%.

5.6.2 Touch Verification Result Evaluation

This section will discuss the evaluation of the touch verification results. Here success rate,
false rejection rate and false acceptance rates are calculated by using the touch test dataset. The
result for each user are listed in Table 5.17 and graphically illustrate in Figure 5.38.

According to the statistics, proposed method can achieve 66.67% success rate which can be
considered as an average success rate. Also if consider the false acceptance rate, it is 14.14 %
which is a less value.

However, the final objective of this project is to combine these results to obtain better accu-
racy rate. Next subsection is allocated to evaluate the final result set.
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Figure 5.28: FRR for Different Confidence Intervals

Figure 5.29: EER for Different Confidence Intervals

5.6.3 Final Result Evaluation

The final result is obtained based on both face and touch verification results and decision is
made by using the first approach described in previous sections. Here, if one of the verification
results is true, then it considered as a successful attempt. Table 5.18 contains the results obtained
for each user.

The consolidated value of results achieved by this method is listed in Table 5.19.

When analyzing the result, proposed authentication method provide higher success rate which
affects the usability of the mobile application. But it also exhibits higher false acceptance rate
which affects the security level of the application. Therefore more tuning should be done to
reduce the amount of FAR to achieve higher security level.

5.6.4 Device Performance

In addition to the result statistics, resource utilization of proposed application also very im-
portant factor. Memory usage and CPU usage of the android application has been captured in
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Figure 5.30: FAR of Touch Verification for Different Confidence Intervals

Figure 5.31: FRR of Touch Verification for Different Confidence Intervals

Figure 5.32: EER of Touch Verification for Different Confidence Intervals
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Figure 5.33: User Verification Result Graph for Training Data

Figure 5.34: False User Acceptance Results for Training Data

Figure 5.35: User Verification Result Graph for Training Data (Approach2)
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Feature Weight
AccelX 0.731
Elapsed Time 0.669
AccelZ 0.659
AccelY 0.658
Speed 0.638
Touch Area 0.61
Touch Pressure 0.607
Total 4.572

Table 5.7: Face Feature Weights

Id Percentage % Value
T1 30 1.3716
T2 40 1.8288
T3 50 2.286
T4 60 2.7432
T5 70 3.2004
T6 80 3.6576
T7 90 4.1148

Table 5.8: Threshold Values for Face Verification

Figure 5.39 and Figure 5.40 respectively.

5.7 Summary

The purpose of this chapter is to analyze and evaluate the result of the proposed authen-
tication method. The proposed authentication method is using a statistical approach for user
classification and verification and a final decision is determined based on a threshold value. In
the statistical method, mean values, standard deviation, lower and higher limits for different two
tail confidence levels are taken. This information is obtained for both face features and touch
features for different confidence levels which are 80%, 90%, 95%, 98%, 99% and 99.9%. Then
the best confidence level was selected by analyzing the results obtained for the training dataset.

According to the analysis, 99.9 confidence level was selected as the most appropriate confi-
dence level for both face and touch verification. In the same way, suitable threshold values also
determined by using the training dataset. Here EER is used as the criteria to select best confi-
dence level and threshold values. Based on the analysis 0.7 (2.5879) has been selected as the
threshold value for the face verification and 0.46 (2.10312) has been selected as the threshold
for touch data verification.

Finally, the overall success rate, false rejection rate and false acceptance rates were calculated
using the test dataset and final result is listed in Table 5.19.
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Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 28.57% 25.71% 11.43% 4.29% 3.57% 0.00% 0.00%
90 34.29% 32.14% 19.29% 11.43% 10.71% 3.57% 0.00%
95 43.57% 40.71% 25.00% 15.71% 15.00% 6.43% 0.00%
98 54.29% 50.71% 32.86% 22.14% 20.00% 12.14% 2.86%
99 61.43% 60.71% 43.57% 32.86% 29.29% 16.43% 5.00%
99.9 83.57% 82.14% 72.14% 64.29% 62.14% 51.43% 26.43%

Table 5.9: Success Rate of Touch Verification for Different Confidence Intervals

Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 4.13% 3.89% 0.71% 0.16% 0.16% 0.00% 0.00%
90 6.67% 5.87% 2.22% 0.56% 0.40% 0.00% 0.00%
95 10.87% 10.00% 3.57% 1.98% 1.67% 0.00% 0.00%
98 16.43% 15.95% 5.00% 2.62% 2.38% 0.48% 0.00%
99 20.56% 19.92% 7.70% 3.57% 3.17% 0.63% 0.00%
99.9 33.73% 32.46% 19.13% 8.65% 8.25% 2.86% 0.48%

Table 5.10: FAR of Touch Verification for Different Confidence Intervals

Moreover, the resource utilization of the device also captured here to see whether this method
is compatible with mobile devices. Next chapter will conclude the result of the proposed with
comparing to other research works in the field.
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Confidence Interval (%) T1 T2 T3 T4 T5 T6 T7
80 71.43% 74.29% 88.57% 95.71% 96.43% 100.00% 100.00%
90 65.71% 67.86% 80.71% 88.57% 89.29% 96.43% 100.00%
95 56.43% 59.29% 75.00% 84.29% 85.00% 93.57% 100.00%
98 45.71% 49.29% 67.14% 77.86% 80.00% 87.86% 97.14%
99 38.57% 39.29% 56.43% 67.14% 70.71% 83.57% 95.00%
99.9 16.43% 17.86% 27.86% 35.71% 37.86% 48.57% 73.57%

Table 5.11: FRR of Touch Verification for Different Confidence Intervals

User Success Rate (%)
avi 78.57%
awantha 92.86%
dhanu 92.86%
iamneil 92.86%
inoshi 92.86%
jaliya 92.86%
kasun 100.00%
quan 92.86%
rexcel 92.86%
thilina 100.00%

Table 5.12: User Verification Results for Training Data

User FAR (%)
avi 7.94%
awantha 61.11%
dhanu 7.14%
iamneil 3.17%
inoshi 29.37%
jaliya 92.06%
kasun 44.44%
quan 80.16%
rexcel 15.87%
thilina 47.62%

Table 5.13: False User Acceptance Results for Training Data

User Success Rate (%)
avi 57.14%
awantha 64.29%
dhanu 64.29%
iamneil 35.71%
inoshi 50.00%
jaliya 71.43%
kasun 57.14%
quan 64.29%
rexcel 64.29%
thilina 42.86%

Table 5.14: User Verification Results for Training Data (Approach2)
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User FAR (%)
avi 0.00%
awantha 27.78%
dhanu 0.00%
iamneil 0.00%
inoshi 0.00%
jaliya 30.16%
kasun 16.67%
quan 30.95%
rexcel 0.00%
thilina 14.29%

Table 5.15: False User Acceptance Results for Training Data (Approach2)

Figure 5.36: False User Acceptance Results for Training Data (Approach2)

User Success Rate (%) FRR (%) FAR(%)
avi 66.67% 33.33% 3.70%
awantha 66.67% 33.33% 44.44%
dhanu 83.33% 16.67% 8.93%
iamneil 66.67% 33.33% 1.85%
inoshi 100.00% 0.00% 7.78%
jaliya 100.00% 0.00% 27.22%
kasun 33.33% 66.67% 6.11%
quan 100.00% 0.00% 22.22%
rexcel 100.00% 0.00% 3.89%
thilina 83.33% 16.67% 15.56%

Table 5.16: Results Face Biometrics



101

Figure 5.37: Face Verification Results

User Success Rate (%) FRR (%) FAR(%)
avi 66.67% 33.33% 11.11%
awantha 66.67% 33.33% 38.89%
dhanu 66.67% 33.33% 0.00%
iamneil 66.67% 33.33% 0.00%
inoshi 66.67% 33.33% 0.00%
jaliya 83.33% 16.67% 16.67%
kasun 66.67% 33.33% 24.07%
quan 66.67% 33.33% 20.37%
rexcel 66.67% 33.33% 0.00%
thilina 50.00% 50.00% 33.33%

Table 5.17: Results Touch Behavior Biometrics

Figure 5.38: Touch Data Verification Results
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User Success Rate (%) FRR (%) FAR(%)
avi 83.33 16.67 14.81
awantha 83.33 16.67 57.41
dhanu 83.33 16.67 9.26
iamneil 100 0 1.85
inoshi 100 0 25.93
jaliya 100 0 92.59
kasun 66.67 33.33 35.19
quan 100 0 75.93
rexcel 100 0 12.96
thilina 100 0 68.52

Table 5.18: Final Result

Success Rate (%) FRR (%) FAR(%)
91.67 8.33 39.44

Table 5.19: Final Result

Figure 5.39: Memory Usage

Figure 5.40: CPU Usage
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Chapter 6

Conclusion

The gold of this project is to introduce an implicit approach to improve mobile application
authentication where it authenticates users instantly without connecting to any back-end server.
The basic idea of this project is to empower user authentication facility by using existing re-
sources of common smartphone devices. Therefore the combination of face features and touch
behavior while user entering the password pattern was evaluated in this project. The result and
finding of this project will be discussed here.

As shown Table 6.1, proposed statistical method was able to achieve a higher success rate
and lower false rejection rate when using both face and touch behavior biometrics. But if use
only touch dynamics for user authentication, the success rate is taking less value than a previous
value such as 66.67. This result is depicted in Table 6.2.

Success Rate (%) FRR (%) FAR(%)
91.67 8.33 39.44

Table 6.1: Final Result When Using Both Face and Touch Behavior Biometrics

Success Rate (%) FRR (%) FAR(%)
66.67 33.33 14.44

Table 6.2: Final Result When Using Touch Behavior Biometrics

The accuracy rate for these approaches are calculated by using following equation ??;

Accuracy =
∑ TrueNegative+∑ TruePostive

∑ TrueNegative+∑ TruePostive+∑ FalseNegative+∑ FalsePostive
(6.1)

True Negative: Correctly rejected True Positive: Correctly Accepted False Negative: Falsely
Rejected False Positive: Falsely Accepted

According to above equation, the accuracy rate for both approaches is 76.11%.
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Pattern FAR FRR Accuracy%
1 0.18 0.135 85.5
2 0.18 0.08 90.9
3 0.136 0.07 92.3

Table 6.3: Measurements of UA-UPTD Performance [46]

Before concluding the results, result comparison is done with the experiment done by Waheeh
et al (2015) which is shown in Table 6.3 and the experiment result of the research work done
by Luca et al (2012) (listed in Table 6.2). Both of these experiments done by using only touch
dynamics for user authentication.

Therefore comparatively proposed statical method show less performance than these two
experiments.

Accuracy (%) FRR (%) FAR(%)
77 19 21

Table 6.4: Measurements of DTW Performance [4]

Moreover following are the other findings of this research.

• Using user verification instead user identification method is more suitable for user authen-
tication on the mobile application due to it needs to verify user against data of a particular
user that claimed to be. Thus fewer data will be processed and resource utilization will
be less.

• In this research only selected features have been used to perform user classification and
verification. Thus, removing less effective features from feature will cause to reduce the
dimension and will avoid the over-fitting problem.

Still there are few open points remaining for future work. First, a long-term study is required
to measure the performance of measured approach by using different patterns with different
lengths. The second point is, it is required to improve the accuracy of the method by decreasing
the false acceptance rate. Because still there is a room for improve face recognition part.
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Appendix A

Face Training Dataset
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Please refer ”2013MIS015-CD-1” for more details (”train/face” )
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Appendix B

Touch Training Dataset



109



110

Please refer ”2013MIS015-CD-1” for more details (”train/touch” )
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Appendix C

User Verification Result Analysis Using
Training Dataset

Success Rates for User1 & User2

Success Rates for User3 & User4
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Success Rates for User5 & User6

Success Rates for User7 & User8

Success Rates for User9 & User10

Please refer ”2013MIS015-CD-1” for more details (”verification” )
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